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by
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Doctor of Philosophy in Aeronautics and Astronautics

Abstract

Multidisciplinary design optimization has immense potential to improve conceptual design workflows
for large-scale engineered systems, such as aircraft. However, despite remarkable theoretical progress
in advanced optimization methods in recent decades, practical industry adoption of such methods
lags far behind. This thesis identifies the root causes of this theory-to-practice gap and addresses
them by introducing a new paradigm for computational design optimization frameworks called code
transformations. Code transformations encompass a variety of computational-graph-based scientific
computing strategies (e.g., automatic differentiation, automatic sparsity detection, problem auto-scaling)
that automatically analyze, augment, and accelerate the user’s code before passing it to amodern gradient-
based optimization algorithm.

This paradigm offers a compelling combination of ease-of-use, computational speed, and modeling
flexibility, whereas existing paradigms typically make sacrifices in at least one of these key areas. Con-
sequently, code transformations present a competitive avenue for increasing the adoption of advanced
optimization techniques in industry, all without placing the burden of deep expertise in applied mathe-
matics and computer science on end users.

The major contributions of this thesis are fivefold. First, it introduces the concept of code transfor-
mations as a possible foundation for an MDO framework and demonstrates their practical feasibility
through aircraft design case studies. Second, it implements several common aircraft analyses in a form
compatible with code transformations, providing a practical illustration of the opportunities, challenges,
and considerations here. Third, it presents a novel technique to automatically trace sparsity through
certain external black-box functions by exploiting IEEE 754 handling of not-a-number (NaN) values.
Fourth, it proposes strategies for efficiently incorporating black-box models into a code transformation
framework through physics-informed machine learning surrogates, demonstrated with an airfoil aero-
dynamics analysis case study. Finally, it shows how a code transformations paradigm can simplify the
formulation of other optimization-related aircraft development tasks beyond just design, exemplified by
aircraft system identification and performance reconstruction fromminimal flight data.
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Taken holistically, these contributions aim to improve the accessibility of advanced optimization
techniques for industry engineers, making large-scale conceptual multidisciplinary design optimization
more practical for real-world systems.
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Chapter 1
Introduction

Our everyday lives are filled with interactions with complex engineering systems, from the cars we drive,

to the electricity grid that powers our cities, to the aircraft we fly in. With every passing year, the design

requirements that we place on these systems increase in scope. This inexorable progress towards “doing

more with less” has brought staggering benefits in performance, cost, safety, and environmental impact:
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as just one example, the fuel economy1 of both consumer cars and commercial aircraft has roughly tripled

over the past 60 years [25, 26].

This progress, however, often comes at the cost of increased complexity in the engineering design

process. Satisfying these requirements often involves adding new subsystems or considering new analyses.

As the number of these subsystems and analyses grows, the interactions between them also becomemore

numerous, important, and non-intuitive. This presents both challenge and opportunity. The challenge

is that, even at the earliest conceptual design stages, the designer must juggle a far wider problem to

even begin to meaningfully understand and improve the system’s performance. The opportunity is that,

by understanding and exploiting these subsystem interactions, the designer can unlock vast new design

spaces that were previously inaccessible [27].

Fortunately, computational techniques have evolved to meet the challenge of managing this ever-

increasing complexity and navigating these new design spaces in a human-understandable way. These

techniques go by many names in various fields, but in the context of aerospace engineering, they are

often referred to asMultidisciplinaryDesignOptimization (MDO) [28]. In a typicalMDOworkflow, an

end-user develops a problem-specificdesign tool under the umbrella of some largerMDO framework; this

framework orchestrates communication between individual disciplinarymodels. The resulting problem-

specific design tool can then be used to explore the design space of the engineering system.

The recognized potential of MDO frameworks to unlock the next generation of performance

improvements has motivated a great deal of research in the field. MDO saw rapid progress beginning

in the late 1980s, with early works building the mathematical and computer science basis for integrated

computational design tools that couple analyses across engineering disciplines [29–31]. Even from

these early days, practitioners observed that industrial adoption of these tools was not necessarily

1Measured in miles per gallon for cars, and fuel burn per passenger-mile for aircraft
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straightforward [32, 33]. Often, the reasons for this were not purely technical—the complexity of

integrating models into MDO tools, the difficulties of quickly formulating and iterating on design

problems, and the fragility of resulting designs in the absence of carefulmodeling all presented significant

practical barriers.

Significant progress in the development of MDO frameworks has been made in the decades since.

However, surveys assessing the state of aircraft MDO years later still reveal a persisting gap between

MDO’s potential and practice [27, 34]. Documented examples of complete built-and-flown aircraft

designed with MDO exist, but remain less common than one might otherwise expect, even as many

technical barriers have fallen to the exponential rise in computational power in recent years [35].

The core remaining barriers to widespread adoption of conceptual-level MDO relate strongly to

practical limitations at the human-optimizer interface, rather than purely on traditional metrics of

computational speed [7]. The complexity intrinsic to coordinating many coupled models across disci-

plines poses inherent difficulties for design interpretation, method credibility, and managing tradeoffs

[36]. Modern scientific computing capabilities enable unprecedented problem scale, but push human

limitations in complexity management. The weak link is no longer the code itself, but the practical

frictions of formulating and interpreting large design problems.

As we develop the next generation ofMDO frameworks, the challenge is to make available the fruits

ofMDOwithout requiring end-users to be joint experts in appliedmathematics and computer science on

top of their engineering domain expertise [37]. The path forward for maximizing the benefits of MDO

lies in a deliberate focus on the practical human interface with optimization tools, from the perspective

of an industrial end-user.
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1.1 Project Definition and Thesis Overview

This thesis addresses these challenges by proposing five novel contributions that collectively map out a

path towards improved usability and effectiveness of MDO frameworks:

1. Code Transformation Paradigm (Chapter 3): First, this thesis conceptually introduces a new

computational paradigm forMDO frameworks based on code transformations, a related collection

of modern scientific computing techniques. The value proposition of this paradigm is that it

gives end-users most of the benefits of existing state-of-the-art paradigms, but with fewer of the

practical user frictions that impede industry use. To demonstrate this, this thesis provides a proof-

of-concept implementation of this paradigm in the open-source AeroSandbox [1, 38] framework.

In this thesis, this framework is benchmarked against existing frameworks on both technical and

non-technical metrics to evaluate the aforementioned value proposition.

• Aircraft Design Case Studies (Chapter 4): The developed framework is then applied to a

series of aircraft design problems, many of which supported real-world aircraft development

programs. This facilitates more precise discussion about the possible opportunities and

challenges of this proposed framework-levelMDOapproach. These case studies also provide

more realistic performance benchmarks, as well as starting points for future applied research.

2. Traceable Physics Models (Chapter 5): This chapter provides implementations of several com-

mon aerospace physics models that serve as optional, modular plugins into the example MDO

framework of Chapter 3. These plugins aim to a) stress-test the code transformation paradigm

on common analysis code patterns and b) serve as building blocks to enable end-users to rapidly

formulate aircraft design problems.
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3. Sparsity Tracing via NaN-Propagation (Chapter 6): This chapter conceptually introduces the

novel idea of “NaN-propagation” as a technique to trace sparsity through black-box numerical

analyses by exploiting floating-point math handling. This opens a path to including black-box

models in a code transformations framework while still retaining some (but not all) of the speed

advantages over existing options.

4. Physics-Informed Machine Learning Surrogates for Black-Box Models (Chapter 7): This

chapter explores a strategy to incorporate black-boxmodels into a code transformation framework,

where amodel is replaced with a learned approximator with desirable mathematical properties. As

an example, a physics-informedmachine learning surrogatemodel for airfoil aerodynamics analysis

will be presented. This demonstrates that accurate surrogates can be constructed to stand in for

complex analyses while retaining compatibility with code transformations.

5. Aircraft System Identification from Minimal Sensor Data (Chapter 8): Finally, this chapter

demonstrates that a code transformation paradigm enables rapid formulation of optimization

problems in applications beyond just design. This can make it attractive to use numerical

optimization in contexts where formulation would have otherwise been overly tedious. As an

example, the thesis will show an application to aircraft system identification and performance

reconstruction from minimal flight data. Here, physics-based corrections are used alongside

statistical inference techniques to accurately estimate aircraft performance characteristics from a

single short test flight.
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Chapter 2
Literature Review of Aircraft Design

Optimization

In this chapter, we review the past, present, and future of aircraft design optimization, with the goal

of identifying long-standing challenges, recent advances, and new opportunities. Section 2.1 provides

historical background on the emergence of aircraft design optimization as its own research field, with
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the goal of placing the present work in context; the familiar reader is invited to skip it. Section 2.2

evaluates how these past research efforts have translated to practical industry impact, both historically

and into the present day. Section 2.3 discusses recent research literature and perspectives on aircraft

design optimization from the past decade, particularly those elements that could help operationalize this

research into industry. Finally, Section 2.4 presents a forward-looking value proposition for howmodern

optimization techniques can improve aircraft designworkflows; this focuses on specific, tangible industry

examples that motivate the broader research direction of this thesis.

2.1 Historical Promises, Predictions, and Pitfalls

“When an aircraft designer hears that a new program will use multidisciplinary optimiza-
tion, the reaction is often less than enthusiastic. Over the past 30 years, aircraft optimization
at the conceptual and preliminary design levels has often yielded results that were either
not believable, or might have been obtained more simply using methods familiar to the
engineers. Even 5 to 20 years ago, actual industry application of numerical optimization
for aircraft preliminary design was not widespread.”

-Ilan Kroo, 1997 [32]

These are the opening lines of a landmark 1997 paper that reviewed the state of the art and future

directions in the then-emerging field of aircraft multidisciplinary design optimization (MDO) [32]. The

paper, by aircraft designer and MDO pioneer Ilan Kroo, not only reviewed the status of the field’s

academic research, but also took the key step of assessing whether these research advances had translated

to practical industry impact. As a later 2010 review by an MDO technical organizing committee would

emphasize, “the ultimate benchmark of a research field’s impact is indicated by the realization of its

theories into successful products throughout industry.” [34]

Despite the paper’s stark opening, Kroo’s position piece does highlight many reasons for optimism,
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and it is an interesting window into contemporaneous perspectives at a pivotal moment in the field’s

history. Ononehand,Kroonoted the auspicious progress of aircraftMDOresearchduring the preceding

decades by all traditional metrics: problem size, analysis fidelity, runtime speed, and so on. He credited

these successes largely to both algorithmic advances and the exponential growth of computational power

over time (Moore’s law1). Extrapolating these trends forward, he concluded that the field is poised to

make a significant impact on the aircraft design process across both academia and industry. The promise

of MDO is made clear in a remark that many aircraft designers would still agree with today: “In a very

real sense, preliminary design is MDO.” [32]

On the other hand, Kroo noted that actual industry applications of aircraft MDO remained con-

spicuously limited as of the paper’s 1997 publication, and “many difficulties remain in the routine

application of MDO.” [32] Other works from the early days of aircraft MDO corroborate this relative

dearth of industry adoption. For example, in an AIAA lecture titled On Making Things the Best –

Aeronautical Uses of Optimization, optimization advocate Holt Ashley noted the “keen disappointment

felt by many [optimization] specialists because their theories have received so little practical application.”

[29] Ashley went further by conducting an exhaustive industry-wide survey to identify “successful

practical applications” of aircraft design optimization. The survey received “overwhelming” industry

interest and encouragement; however, “the yield of examples which met the criterion of having been

incorporated into a vehicle that actually operates in the Earth’s atmosphere was painfully, perhaps

shockingly small.”

Perhaps the reason why Ashley’s disappointment was so poignant is that, even at the time, aircraft

designers in industry widely recognized the immense potential of MDO tools to fundamentally trans-

1“Moore’s law” is an empirical observation that chip transistor density (a surrogate for computational power) has tended
to double roughly every two years, a trend that has held true for the past half-century.
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form engineering design workflows. As two Lockheed engineers stated in 1998 [39], “The technical

community knows the power of MDO and not having a cradle-to-grave example has been a continual

source of frustration, as voiced by AIAAMDO technical committee members [for] years.” Similarly, a

2002 Boeing paper identifies MDO as one of four key technologies poised to define the next generation

of aircraft design2 [40].

Motivated by this gap between promise and practice, Kroo and other luminaries offered several

specific reasons for the lack of industry adoption of MDO technologies. Many of these remain familiar

to modern researchers, and are worth revisiting here:

1. Inadvertently-violated model assumptions: When optimization is applied to an analysis

toolchain, it acts adversarially, disproportionately seeking out the “weakest link” in the analysis

chain and exploiting it. Simplified models that are acceptable in a manual sizing study are often

unacceptable in an optimization study, because implied assumptions that an engineer would

naturally cross-check during manual design are prone to optimizer exploitation. This can lead

to unrealistic results from MDO tools that degrade user trust in optimization processes. Kroo

contends that the solution to this problem is to implement higher-fidelity models that account for

more edge cases, an approach we explore later in Section 2.3.1.

2. Missing models and constraints: Critical aircraft design choices are often determined by trade-

offs spanning multiple disciplines. If anMDO tool does not incorporate relevant disciplines (e.g.,

it performs aerodynamic, propulsive, and structural analyses, but the true design driver is noise),

then the resulting design will be fundamentally flawed with no indication to the user whatsoever.

This can lead to costly design mistakes. Indeed, Kroo suggests that a MDO tool solving an ill-
2With the others being computational simulation, small uncrewed aircraft, and newly-emphasized design considerations

such as environmental footprint and operations optimization.
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specified design problem can lead to more harm than insight, due to the false confidence it can

instill.

3. Challenges of managing complexity: As computational power grows, MDO tools can incor-

porate increasingly numerous and higher-fidelity models. To first order, when the number of

models N grows, the potential number of cross-discipline couplings to manage tends to scale as

O(N2). Therefore, in the limit of growing computational power, the practical bottleneck is less

about implementing individual analyses, butmore aboutmanaging this communication overhead

and architecting the optimization code itself.

Kroo primarily attributed these early barriers to practical industry adoption to the limited computa-

tional power of the era, noting: “This convergence between computational capability and computational

requirements for interesting design problems is one of the reasons that MDO is considered to be such a

promising technology, despite the limited acceptance of pioneeringMDO efforts.” A contemporaneous

review by Sobieski and Haftka agreed, identifying “very high computational demands” as a “major

[obstacle] to realizing the full potential of MDO”. [31]

However, even at this time, some works recognized that not all challenges would recede with

increasing computational power. A2002 reviewpaper by aBoeingTechnical Fellow in Journal ofAircraft

[40] cautions: “New [MDO] strategies need to be developed…which take advantage of the assumptions

and techniques that airplane designers use, rather than letting a computer churn away and come up with

theoretically possible, but practically impossible, configurations.” Likewise, Kroo, Sobieski, and Haftka

all cite “managing complexity” as a growing challenge of MDO [31, 32, 41], which hints at a human-

computer interface problem, rather than merely a need for more CPU cycles. Drela’s aptly-titled 1998

work Pros & Cons of Airfoil Optimization also demonstrates a similar issue [33]. Here, Drela shows
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that even seemingly-simple aerospace design optimization problems will only yield practical results if the

problem formulation, assumptions, and results are all precisely understood by an expert designer. These

works presciently foreshadow modern concerns around MDO interpretability and other user frictions,

urging the development of human-centeredMDOapproaches that synthesize optimization performance

with ease-of-use to allow rapid problem iteration.

In summary, while computational limits were a clear barrier in the early history of MDO, foun-

dational challenges around managing complexity and aligning optimization with real-world design

constraints were already emerging. These issues would become increasingly central as MDO research

rapidly expanded in scope.

2.2 A Retrospective on Aircraft Design Optimization in Industry

Current Status

With the benefit of an additional quarter-century of hindsight since the date of these early MDO

assessments, we can begin to assess how these forecasts have played out. In many ways, these predictions

byKroo andotherswere remarkably accurate. The scale and speed of optimizationproblems solved today

has indeedgrownexponentially in the years since. This is not onlydue to increasing computational power,

but also from algorithmic and architectural improvements in MDO and optimization more broadly3.

Numerous high-quality aircraft MDO case studies and post-hoc design studies have been published in

the years since, including theD8 transport aircraft [3, 16], the STARC-ABL aircraft [42], and theAerion

AS2 [43]. Some of these studies leverage relatively-high-fidelity models (e.g., RANS CFD) that would

have been computationally-intractable for optimization studies in prior eras.

3discussed later in Section 2.3
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However, many of the barriers to practical industry use Kroo identified have not disappeared; to

the contrary, as computational power and problem scale increase, the challenges of interpretability and

managing complexity ring even truer today [7, 35, 44, 45]. As a result, this gapbetween academic research

and practical industry adoption has not closed, and in someways is wider than ever before. A 2010 review

paper [34] concludes that “the actual use of genuine MDO methods within industry at large…is still

rather limited.” In 2013, Hoburg and Abbeel lamented that “despite remarkable progress in MDO, the

complexity and diversity of modern aerospace design tools and teams makes fully coordinated system-

level optimization a monumental undertaking.” [46] In 2017, a team of Airbus engineers and MDO

researchers concurred: “While the field ofMDOtechniques has tremendously grown since [the 1980s] in

the scientific community, its application in industry is still often limited[…]Amajor challenge remains to

applyMDO techniques to industrial design processes.” [35] In 2020, van Gent et al. state that “Despite

its promise, MDO is not as widely applied as was expected at its birthmore than three decades ago.” [47]

As recently as 2021,Ozturk and Saab noted that “the uptake of newdesign tools in the aerospace industry

has been low due to heavy reliance on legacy design methods and prior experience when faced with risky

design propositions.” [48]

Despite the prevalence of on-paper design studies usingMDO, it remains surprisingly infrequent to

see built-and-flown airplanes developed with documented, significant use of MDO methodologies. In-

deed, the industry norm for aircraft conceptual design remains largely unchanged: expert-drivenmanual

design guided primarily by point analyses and parametric surveys [49–51]. High-quality example aircraft

design case studies that implement this expert-drivenmanual approach successfully are the JobyAviation

S2 eVTOL [52] and Perdix micro-UAV [53] aircraft. Here, the human designer informally fulfills

an optimizer-like role, but the requirements are never explicitly translated into a formal mathematical
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optimization problem4. Anecdotally, this remains the most common conceptual design strategy in

industry, and the industry conceptual designer’s computational weapon of choice is more often an Excel

spreadsheet than a formalizedMDO framework.

It is important to highlight the benefits of this expert-driven manual design strategy. For example, in

2020, a Conceptual Design Principal Engineer at Lockheed-Martin SkunkWorks writes [51]:

“One of the more successful projects paired one of our most experienced designers with
a new-hire who had focused his education more on programming and multidisciplinary
optimization than core air vehicle design. The Mentor took the time to help the Mentee
understand the value of general aircraft design from an artistic perspective as opposed to a
numerical optimization. In order to accomplish this, the Mentor spent a little extra time
with the Mentee in the earliest stages of conceptual design, the sketching stage. By forcing
the Mentee to quite literally drop the mouse, pick up a pencil and paper, and sketch all the
different ways that he could think of that his airplane could look like and be configured, the
Mentee had to start thinking about the aircraft as more than just a series of interconnected
parametric equations and optimization routines.”

This highlights the true requirement for a conceptualMDO framework to provide value in industry:

it must be transparent enough to the end-user that it enhances, rather than obscures, a designer’s artistic

vision. A framework that demands that the end-user have significant expertise in computer science

or applied math not only adds a barrier to entry, but also distracts from the ultimate goal of building

and flying a real-world physical system. The most successful design processes in industry are those that

leverage the strengths of both human and computer, rather than attempting to replace onewith the other.

To assess the magnitude of this gulf between academic and industry use of MDO, we surveyed

industry literature and design reviews to identify aircraft development programs showing three minimal

criteria:

1. A documented design optimization problem for a complete aircraft, coupling at least three
4i.e., with a precisely specified objective, defined variables, and enumerated constraints

44



disciplines (e.g., aerodynamics, structures, and propulsion), that is solved computationally within

anMDO framework (as opposed to manual iteration).

2. Evidence that the optimization result (or at least, some insight gained from it) was used to inform

the design of aircraft.

3. Evidence that the aircraft was subsequently built and flown.

It is worth pausing to discuss why this final built-and-flown aircraft requirement is used, since it accounts

for the majority of the aircraft design studies that were ultimately excluded from this survey. Successful

optimization on built-and-flown aircraft forces a level of completeness, trust, and durability that may

not be present in a paper study. Ashley notes that a practical MDO result “must also survive the

gauntlet of ground testing, reliability, demonstration, flight verification, and the like without further

special attention”. [29] Myriad other practical considerations could be added to this list – certifiability,

manufacturability, lifecycle costs, maintainability, robust off-design performance, and the realities of

engineering culture (e.g., can theMDOtool give not only a result, but sufficient evidence that it should be

believed?), to name only a few. To justify the substantial capital of detail-designing, building, and flying

a new aircraft, optimization results must withstand amuch higher standard of scrutiny and reviewability

than they might otherwise.

Consistent with previous surveys and reviews [29, 31, 32, 34, 35, 41, 54], we find that relatively few

programs meet these criteria; here, we make note of some that do. The Lockheed Martin F-22 Raptor

program was one of the first programs to leverage an MDO-like process for a complete, flown aircraft

design, as reported by Radovcich and Layton [39]. However, the workflow documented in this work

differs significantly from howMDOprocesses are typically envisioned, in that it was remarkably manual

– a fusion of traditional andMDO-based design processes. While some disciplines (aerodynamics, struc-
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tures, and control law design) are coupled computationally, many other disciplines (low-observability,

manufacturability, etc.) are coupled in by querying teams of subject-matter experts at each iteration

within the optimization loop itself, essentially serving as a black-box function call. When contrastedwith

more-typical MDO processes where all interdisciplinary communication is computational, this manual

approach has some pros and cons. One one hand, intermediate optimization iterates are continuously

human-reviewed, which could cause a poorly-posed problem to be identified as such more quickly. On

the other hand, it also sharply increases the optimization runtime, which may take months instead of

hours. Even allowing for this broader definition of MDO, however, the authors note the rarity of

their experience in industry: “Documented experiences of MDO applications during the engineering,

manufacturing, and design phases of fighter aircraft programs are not numerous. Documentation is even

rarer for aircraft that have flown.”

TheLockheedMartinX-59Quiet SupersonicTransport (QueSST) is another program that leveraged

anMDO-based design process throughout aircraft development, unifying aerodynamics, acoustics, and

structural analyses for outermold line design and composite ply scheduling5 [55–57]. TheX-59 program

builds upon several decades of successfulMDO research for sonic-boom-minimization problems, a topic

where computational shape optimization has proven particularly useful due to the non-intuitive and

sensitive nature of the design problem [58].

The Airbus Vahana, a single-seat eVTOL demonstrator flown in 2018, is perhaps one of the most

recent public examples of an MDO-based process used to develop a flown aircraft [59–61]. The initial

sizing study considered aerodynamics, structures, propulsion, and cost analysis to drive conceptual trade

studies between various vehicle configurations. This study included practical constraints and margins,

5Although the X-59 has not yet met the “flown” criterion at the time of writing, industry reports credibly suggest this is
imminent with no remaining obvious barriers.
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such as reserve mission energy, battery cycle life, and engine-out safety (by enforcing either autorotation

capability, motor redundancy, or a mass allocation for a ballistic parachute, depending on configuration).

Several other programs have built and flown uncrewed research aircraft with MDO use, such as

the Facebook Aquila solar-powered UAV [62], the MIT Jungle Hawk Owl long-endurance UAV [63],

and the X-48B blended-wing-body demonstrator [64–66]. Other programs document MDO usage for

narrower subsystem- or component-level design, as in the detailed design of the Boeing 787 Dreamliner

[34].

Outside of these cases, documented industrial use of MDO for complete-aircraft conceptual design

remains uncommon, relative to the vast number of industry programs conducted in the past few decades.

This observation is especially surprising in light of the widely-recognized potential utility of MDO in

industry [40, 45].

One compelling partial explanation for this lack of use is a lag effect stemming from long timelines of

new aircraft development programs – it takes time for new tools (such as MDOmethods) to proliferate

throughout industry, due to sunk-costs on design pipelines for existing programs. Indeed, although the

present literature review finds that documented industry use of MDO is scarce, the situation appears

somewhat less dire than older surveys indicate [29, 31, 32, 34, 35]; this suggests that industry use may

be gradually increasing. However, considering that aircraft MDO research and industry interest in

optimization has existed for over forty years [29, 30], this lag effect alone does not constitute a complete

explanation for the lack of adoption.

Ashley considers another possible explanation for the lack of visible MDO use in industry: that

of “military classification or company proprietary considerations.” [29] However, after exhaustive

correspondence with dozens of aircraft design industry contacts, Ashley concludes that this limitation

was only occasional and “not to an extent that would affect the principal conclusions.” Therefore, it
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seems that the limited observations of formal mathematical optimization processes in industrial aircraft

design are genuine, representing room for further improvement in closing this academia-industry gap

[35, 47, 54, 67, 68].

2.3 Pivotal Advances in Design Optimization Research

On a more optimistic note, MDO’s substantial academia-industry gap is equally attributable to

academia’s remarkable advances in design optimization research over recent decades. This progress is

readily apparent from analyzing trends in academic literature. As shown in Figure 2-1, the fraction of

aircraft design publications directly referencingMDO has grown substantially over the past 40 years.

1980 1990 2000 2010 2020
Publication Date

0%

10%

20%

30%

40%

50%

MDO, specifically

Either MDO or
optimization
more broadly

Percentage of Aircraft Design
publications that mention...

Figure 2-1: Prevalance of optimization-related keywords in academic literaturewith the keyword “aircraft
design”. Data from Google Scholar; includes industry-standard texts such as AIAA journals and
conference proceedings. MDO-specific keywords (red line) include any of: “multidisciplinary design
optimization”, “MDO”, and “MDAO”. The blue line adds the keyword “optimization” to this list.

This statistic alone understates the true magnitude of MDO’s impact. Arguably the most pivotal

contribution of MDO research to aircraft design has been to catalyze a shift towards an optimization
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mindset: the recognition that optimization is not only a useful tool, but also a principled mathematical

framework that can collectively represent both a design space and the engineer’s design intent. Figure 2-1

shows that this mindset is a relatively recent development – the fraction of aircraft design publications

mentioning optimization in any form has tripled since the advent of MDO, reaching over 50% today.

These optimization-based design processes have shown several benefits when used to augment

traditional design methods such as point analyses, parametric surveys, and carpet plots [45, 51]. Most

obviously, formal optimizationmethods can lead to improved design results and allow the consideration

of many more design variables. Optimization can also help human designers discover clever cross-

discipline synergies that might otherwise be overlooked [33], and its rigor can reduce the likelihood of

biased decisions [45]. In cases where designer intuition is exhausted, such as with unconventional con-

figurations, optimization provides a means to identifying useful directions for further exploration [33].

Torenbeek argues that an optimization-based design process can respond more quickly to unexpected

changes in program requirements, whereas manual processes often require substantial redesign effort

[45]. Finally, the optimization mindset itself has benefits, even beyond the results of an optimization

study. for example, discussions about problem formulation (how to translate given requirements into a

quantified optimization problem) can help a team of engineers align on design goals and expose subtle

discrepancies in perceived requirements6.

Another important area where MDO research has made significant progress is in defining the rela-

tionship between the human designer and the optimizer. The prevailing view in the early days of aircraft

design optimization was that optimization would eventually advance to the point that computational

tools could yield complete, production-ready designs with minimal human oversight – as evidenced by

6For example, is the objective to minimize fuel burn, or to maximize range? Is operating cost a quantity that should be
strictly capped (a constraint), or instead only penalized (an objective)?
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encouraging titles such as “Automating theDesign Process” [30, 69, 70]. Over time, this has largely given

way to amore balanced view: although the optimization solve itself may be well-served by computational

means, this forms only one small part of the larger design process. Inputting the engineer’s design

intent into the optimizer accurately (“problem specification”) and extracting intuition from the results

(“interpretation”) are challenges in their own right, and best addressed by iterative human-computer

teams. As described by Drela in a 1998 optimization study [33], “[Engineering optimization] is still an

iterative cut-and-try undertaking. But compared to [traditional] techniques, the cutting-and-trying is

not on the geometry, but rather on the precise formulation of the optimization problem.”

When considering this full design process (i.e., from initial requirements to product delivery), the

scope of challenges becomes even broader. Indeed, industry adoption of MDO is often limited by non-

computational user frictions [7, 36, 71]. In the present work, we deliberately term these user frictions

“costs”, borrowing optimization nomenclature to emphasize thatminimizing these frictions is an implied

part of the objective function of any optimization-driven design process. Figure 2-2 summarizes a variety

of design literature to present a holistic view of this complete process as applied to aircraft design [36, 45,

50, 71–74]. Frictions that a designer may experience from a computational optimization framework at

each step are shown in red.
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Design Optimization Problem
• Objective function 
• Design variables
• Constraints

“Whiteboard Sketch”
A new concept idea

Implementation

Re-formulation Effort (“What’s the right way to pose this design problem?”)
Trade Study Effort (switching between “optimization” and “analysis”)

Prototype Build + Flight Test

Computational 
Cost

Result (Point Design)
• Objective function 

value (“cost”)
Physics Models

Production

Feedback Cost (supporting hardware build, digital-
twin tracking, redesign for changing requirements)

Modeling (hardware + 
algorithms)

Design Review
• Interpretation Cost

Requirements

Figure 2-2: A high-level overview of the optimization-driven design process, as applied to aircraft design.
“Costs” (user frictions to be minimized) associated with each step are shown in red.

In the aircraft design process model of Figure 2-2, the initial point of departure is a set of high-level

requirements [45, 73]. The first design step is to develop a set of candidate concepts (“whiteboard

sketches”), a qualitative and configuration-focused process that largely leverages designer creativity

and experience [72, 74]. Concepts and the associated requirements are then translated into a formal

mathematical design optimization problem consisting of an objective function, design variables, and

constraints. Physics models are invoked as needed to support this process; this modeling process incurs

a cost that depends on the modeling flexibility of the chosen MDO paradigm [1]. The optimization

problem is then solved, which incurs a computational cost and yields a point design.

This process of mapping potential concepts to problems and problems to optimized point designs is

often iterative. Even for expert users, it is rare that a design optimization process will fully reflect design

intent on the first attempt [33]. In addition, post-optimality studies may be used to assess performance

robustness to off-design conditions. The total time required to close this re-formulation loop is a critical

driver of how the human interacts with the MDO tool, as it directly rate-limits how much design

exploration can be performed.

For a practical aircraft development program, however, this is only the beginning. The point design
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must survive external validation and design review by a team of subject-matter-experts; the cost of this

process is a direct function of the tools an MDO framework supplies to aid result interpretability. Even

beyond this, in prototyping, flight testing, production, and deployment, the design process still imposes

framework requirements. For example, an analysis and optimization framework that supports a wide

range of modeling fidelities has the potential to can smoothly transition from a conceptual design tool

to a digital thread [75, 76]. Likewise, a design tool can be used during the production process to support

manufacturing decisions, such as whether an unexpected change in a component supplier still produces

a feasible design with desired margins.

The remainder of this chapter will discuss some of the most important advances in optimization,

design processes, and scientific computing in recent decades, with a focus on how these advances can

reduce the costs incurred at various steps of this holistic process.

2.3.1 Two Directions: “Wide” vs. “Deep” MDO

Before proceeding further, it is important to clarify the scope of aircraft design optimization problems

that are of interest in this thesis, as the definition of “MDO” is somewhat overloaded. More precisely,

the modern field of MDO can be decomposed into two related but distinct subfields which have

developed different strategies and mindsets to address different design needs [68]. Figure 2-3 illustrates

this distinction, showing how the term “MDO”can refer to separate tasks at different stages of the aircraft

design process.
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Conceptual

• Whole-aircraft design and 
optimization

• Configuration & sizing
• Requirements feedback
• Goals:

• OML, primary structure, 
internal layout defined

• Mass/volume/power/cost 
budgets defined

• Interfaces defined

Preliminary

• Subsystem(s) design and 
optimization

• Configuration freeze
• Uncertainty analysis, 

probabilistic performance 
modeling
• Risk reduction: Detailed 

design and/or building of 
key subsystems

• Verifying performance & 
allocations
• Mid-to-high-fidelity point 

analysis

Detailed

• Part design and optimization
• In-depth testing of key 

subsystems
• Finalize mass/power/cost 

budgets, cross-check against 
initial estimates.

Development Phases of Aircraft Design

Multidisciplinary design 
optimization (MDO) is an 
overloaded term to mean both 
of these

Our Focus

Figure 2-3: Multiple definitions of the term “multidisciplinary design optimization”. Here, conceptual,
or “wide” MDO is contrasted against preliminary, or “deep”MDO.

The first subfield, and the subject of the present work, is that of conceptual, or “wide” MDO. This

is essentially a formalization of the conceptual sizing problem and typically involves casting a wide net to

capture asmanyfirst-order dependencies as possible. The intendeduse case is often clean-sheet design of a

complete aircraft, and the end goals are often initial identification of strong design drivers and assessment

of concept feasibility. Sensitivity analysis is also a keydesiredoutput of awideMDOprocess. Frameworks

that tend to specialize on this class of wide MDO problems are TASOPT [16] and GPkit [7].

These goals requires an enormous breadth of models to be considered, as practical aircraft designs

are shaped by an enormous number of constraints that do not appear in first-principles performance

analysis (e.g., theBreguet range equation). For example, a drag reductionof the vertical stabilizer is of little

interest if engine-out performance constraints preclude certification; likewise, a more efficient engine is

of little interest if acoustic constraints preclude customer acceptance. This need for analysis breadth can

lead to design problems with many hundreds of models spanning anywhere from five to twenty relevant

disciplines. To illustrate this breadth, consider the following non-exhaustive list of example disciplines
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that might be included:

• Aerodynamics

• Structures and weights estimation

• Propulsion

• Power systems and thermal management

• Flight dynamics (trim, stability, and control)

• Internal geometry and packaging

• Mission design (concept of operations) and

trajectory optimization

• Takeoff and landing field length analysis

• Certifiability, safety, and engine-out perfor-

mance

• Life-cycle emissions

• Cost modeling and manufacturability

• Acoustic signature

• Ride quality

• Survivability and stealth

Each of these disciplines might include dozens of submodels [16, 45, 73, 77]. To keep problems

tractable despite their large scope, these models are typically low-fidelity; often, they are either derived

from first principles physics with appropriate simplifications or regressions to statistical data. Despite

the reduced accuracy of these models, they fulfill two critical functions. First, they apply optimization

pressure to steer the optimizer towards realistic designs, often in subtle, interdisciplinary ways. For

example, increasing fuselage length requires increased landing gear length and mass to maintain a

proper takeoff rotation angle, reducing the attractiveness of such design changes. Secondly, these low-

fidelity models provide information on which constraints might be active near the optimum, allowing

computational resources to be devoted to fidelity improvement onlywhere it is needed. Often, thesewide

MDO problems are posed as large single-level optimization problems, which allows the large number of

cross-disciplinary constraints to be computationally represented in a shared namespace [46].

The second subfield of MDO is that of preliminary, or “deep” MDO. Here, the goal is often to

provide detailed design refinement of a very close initial guess. Because the low-hanging fruit has often
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been picked by this stage, the design problem is often more local in nature, and the number of models

is typically smaller than in wide MDO. Likewise, continued improvement from a good initial guess

requires high-fidelity models, since the objective function tends to be relatively flat near the optimum

and hence highly sensitive to model inaccuracy7. For example, RANS-based CFD8 models are often

used for aerodynamics, at significant cost: optimization runtimes of 1,000 to 100,000 CPU-hours are

not uncommon [78]. To maintain tractability, relatively few disciplines are considered – often only

aerodynamics and structures. The intended use case is often detailed design of a single component

or subsystem, such as a wing. Due to computational challenges that tend to be more prevalent in

high-fidelity models (e.g., PDE-constrained optimization, adjoint-based gradients, numerical stiffness of

models, and convergence of models that use iterative solvers), the subfield of “deep” MDO has placed

a large focus on MDO architectures that allow multi-level decomposition of the original optimization

problem [28]. Frameworks that tend to specialize on this deep MDO subfield are MACH-Aero [79],

and, to some extent, OpenMDAO [9].

While both subfields share broad similarities and provide useful design insight, they are fundamen-

tally attacking different problems: wide MDO is aimed at clean-sheet conceptual design, while deep

MDO tends to aim at detailed refinement of a close initial design. Historically, this schism became

increasingly apparent roughly in the 1990s and 2000s, as various research groups began “spending” their

increasing computational budgets in different ways: either model breadth or model depth. Examples of

wide MDO research efforts in the time since this divergence include PASS [44] by Kroo, TASOPT [16]

by Drela, and various GPkit-based [46] aircraft design codes. Modern ideas around deepMDO research

can trace their origins to high-fidelity adjoint-based aerodynamic shape optimization studies by Alonso,

7A similar effect also occurs with constraint equations.
8Reynolds-averaged Navier-Stokes; Computational fluid dynamics
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Martins, and other contemporaries [58, 80, 81].

2.3.2 Advances in Optimization Algorithms

The current academic state-of-the-art for MDO paradigms has largely centered on two approaches:

gradient-based methods with analytical gradients, and disciplined optimization methods. The former

tends to be more popular in deep MDO applications, while the latter tends to be more popular in wide

MDO applications; however, exceptions exist. These two existing approaches are defined and discussed

in turn below. Pros and cons of these existing approaches, as compared to the proposed new paradigm,

are summarized in Table 3.1 of the subsequent chapter and discussed fully in Appendix A.

Gradient-Based Methods with Analytical Gradients

Gradient-based optimization offer fundamental scaling advantages over gradient-free methods, and are

hence preferred for large-scale design optimization when model characteristics allow [71, 82]. The

effectiveness of gradient-based methods is highly contingent on the speed and precision of gradient

calculations. To illustrate this, Kirschen and Hoburg show that gradient-based optimization gives

inadequate performance on evenmodest engineering design problems if simple finite-differencing is used

[83]. Likewise, Adler et al. show that the inaccuracy of finite-differenced gradients can prevent accurate

optimization [84].

Because of these considerations, a leading academic approach to gradient-based MDO involves

manually supplying exact analytical gradients to the optimizer for each submodel. Frameworks like

OpenMDAOandMACH-Aero [9] provide example implementations of this bring-your-own-gradients

approach, forming the basis for several interesting case studies [42, 43, 85, 86]. Although this paradigm

ismost often applied to deepMDOproblems (e.g., high-fidelity aerodynamic shape optimization), it has
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been applied to wideMDOproblems in examples such as OpenConcept [85] andOpenAeroStruct [86].

Disciplined Optimization Methods

Another MDO paradigm that has become popular in recent years is tht of disciplined optimization

methods, borrowing nomenclature from Grant [87], Agrawal [88], and Boyd [89, 90]. These methods

are considered disciplined as they impose a strict set of rules on the optimization problem formulation,

which allows the optimizer to make assumptions about the problem structure (such as convexity, or

log-convexity). These assumptions allow the optimizer to make more efficient use of computational

resources and provide guarantees of global optimality. Geometric programming in particular has proven

to be a useful disciplined MDO paradigm for aircraft design applications, as originally observed by

Hoburg [46]. GPkit [7, 46, 83], a framework that demonstrates this geometric programming concept

targeting engineering design applications, has led to successful case studies such as the Jungle HawkOwl

aircraft [63] and Hyperloop system studies [7].

2.3.3 Other Advances in Design Optimization Practice

A recent notable shift in aircraft design optimization perspectives has been a renewed focus on geometry

representation and parameterization. For example, Haimes and Drela [91] contended in 2012 that

“constructive solid geometry (CSG) is the natural foundation for [aircraft design optimization]”. This

publication extended prior work by Lazzara, Haimes, and Willcox [92] that introduced the concept

of “multifidelity geometry”. Together, these works advocated for accurate 3D outer mold line repre-

sentations from the earliest stages of conceptual design, with degenerate representations of this central

geometry used to drive individual discipline analyses. Furthermore, they recognized the fundamental

limitations of general-purpose (e.g., Parasolid-based) CAD tools in aircraft design optimization: because
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aerospace geometries tend to use complex, lofted surfaces, the resulting CADmodels can be brittle with

respect to parameter changes. This observation, along with later developments such as differentiable

discretization techniques [93], led to renewed research onhow aircraft geometry should be parameterized

for optimization. For example, in recent years aircraft-specific geometry tools like OpenVSP [94] and

Engineering Sketch Pad [93] have been developed for design optimization workflows, a trend that

arguably stems from this line of research.

In a broader sense, another notable area where computational methods for aircraft design have long

made inroads to industry is in inverse design tools. (An example of successful industry adoption in

aerodynamics the inverse approach used by the XFoil airfoil design code [95] and others [65] to recover a

shape from a specified pressure distribution.) Like optimization methods, these inverse methods can

aid designers because they offer fundamentally different capabilities than traditional design methods

(e.g., carpet plots). While traditional methods focus on the “forward problem” (design→ performance),

inverse methods and optimization methods both focus on the “inverse problem” (performance →

design). Drela [33] shows that this more-manual inverse approach can lead to more robust designs than

optimization, if the user is not familiar with the risks of an improperly-specified optimization problem.

2.3.4 Advances in Numerical Methods

In the past two decades several notable scientific computing techniques have matured to the point of

practical use in engineering design optimization. Two of the most significant advances are automatic

differentiation and automatic sparsity detection, which are discussed in detail below. A review focusing

on these two techniques is available in work fromAndersson et al. [96] and Rackauckas [97]. Review of

several other notable scientific computing advances, such as GPU-accelerated computing, probabilistic

programming, deep learning, anduncertainty quantification, are omittedhere for brevity. Awider review
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of state-of-the-art scientific computing techniques is available from Lavin et al. [98]

Automatic Differentiation

Here, we review literature on automatic differentiation, an advanced technique borne out of themachine

learning community that fundamentally accelerates gradient-based optimization algorithms. A compre-

hensivemodern survey is available byBaydin et al. [99]. A 2008 textbook byGriewank andWalther [100]

provides a more in-depth review of the mathematical foundations of automatic differentiation.

Gradient-based optimization methods are computationally bottlenecked by the cost of computing

gradients [71, 82]. Existing state-of-the-art workflows have users manually derive and implement highly-

efficient gradients for each model, but this is time-consuming and thus impractical for early-stage design.

Automatic differentiation (AD) is an efficient and accurate way to automatically compute the gradients

of a function as represented in code at runtime. In many cases, the computational complexity of this

technique is fundamentally better than traditional approaches like finite-differencing; Griewankprovides

concrete upper bounds on the worst-case time complexity [101].

Automatic differentiation exploits the fact that any function can be broken into a series of atomic

mathematical operators, which can then be represented as a computational graph. These atomic

operators, sometimes referred to as “primitives”, may consist of mathematical operations as small as

a scalar addition or as large as a solution of a nonlinear PDE (e.g., continuous adjoint methods in

PDE-constrained optimization). As a practical matter, this computational graph is often created by

tracing program execution with an overloaded numerics library [102]. This graph construction process

is illustrated in Figure 2-4. The chain rule can then be applied to this graph to compute the Jacobian of

the function. Various modes of automatic differentiation effectively allow this Jacobian construction to

occur either column-by-column (forward-mode) or row-by-row (reverse-mode) [71, 96, 103]; depending
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on the shape of this Jacobian, one strategy may be enormously more efficient than the other.

A computational graph for

f(a, b) = 2ab + sin(a)

a 2

×b

×

+

sin()

f(a, b)

Figure 2-4: A computational graph, as would be used for automatic differentiation. Reproduced from
Sharpe [1].

Advances in automatic differentiation (and in particular, combining this with GPU computing) are

largely responsible for the revolution of practical advances in machine learning in the past decade [99].

Rackauckas in 2021 [97] states: “[Automatic differentiation] has become the pervasive backbone behind

all of themachine learning libraries. If you askwhat PyTorchor Flux.jl is doing that’s special, the answer is

really that it’s doing automatic differentiation over some functions.” The position of the present work is

that similar scientific computing techniques can also unlock substantial practical advances in engineering

design optimization.

Automatic Sparsity Detection and Jacobian Coloring

The process of gradient computation for optimization can be further accelerated if the sparsity of the

constraint Jacobian is known a priori. This is because sparsity can guarantee structural independence of
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multiple columns9 of the Jacobian, so the respective elements of the Jacobian can be evaluated simultane-

ously. Sparse Jacobians arise frequently in the modeling of physical systems, especially multidisciplinary

ones [104]; because of this, this represents a significant opportunity in engineering design. The process

of reducing the number of Jacobian evaluations by simultaneously evaluating independent columns is

known as Jacobian compression and is illustrated in Figure 2-5. To enable compression, independent

columns of the Jacobian must be grouped. This process is known as Jacobian coloring, referencing

mathematical similarities to the graph coloring problem if the Jacobian’s sparsity pattern is represented

as a bipartite graph [105]. This coloring problem does not readily admit exact solution for Jacobian sizes

of interest; however, Gebremedhin et al. provide a comprehensive review of graph coloring heuristics

that work well in practice [2]. Martins and Ning provide a more concise summary that contextualizes

this process around the backdrop of design optimization [71].

9or rows, if using reverse-mode automatic differentiation
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Figure 2-5: A sparse Jacobian canbe evaluatedmore quickly by simultaneously evaluating derivatives that
are structurally independent, a process known as Jacobian coloring and compression. On the left of the
figure is the original Jacobian; on the right is its compressed form. Figure reproduced fromGebremedhin
et al. [2]

Before Jacobian coloring and compression can be performed, the sparsity pattern of the Jacobian

must be known. This is a nontrivial task and an area of active research, with the major complications

summarized by Rackauckas [97]. In recent years, automated sparsity detection has enabled automatic

construction of sparsity patterns using a tracing approach that is quite similar to that of automatic

differentiation. This bypasses many of the potential edge-case failure modes that can occur when trying

to infer sparsity purely by inspecting the dense Jacobian, such as conditional branching or cancellation.

Indeed, the same computational graph can be used for this process, making this a computationally-

efficient addition to a code base that already leverages automatic differentiation. Andersson et al. [96]

provide an example implementation of this automated sparsity detection within the CasADi framework.

Gowda et al. provide amore complete reviewon state-of-the-artmethods in automated sparsity detection

62



[106], with state-of-the-art implementations of this byMa et al. [37].

2.4 Motivations for Improving Accessibility of Computational

Design Optimization

This thesis focuses on improving the accessibility of advanced optimization methods for industry

practitioners, with a particular focus on techniques applicable to conceptual (“wide”) MDO for aircraft.

This focus is motivated by several factors.

Motivation 1: A Majority of Performance, Risk, and Cost is Committed Early

First, the vast majority of the performance of the final design is determined by early-stage conceptual

design decisions. This can manifest in both a positive and a negative sense: after the conceptual design

is frozen, most design opportunities cannot be captured later and most design regrets cannot be fixed.

Figures 2-6 and 2-7 illustrates the two sides to this coin with practical examples.

The first example, shown in Figure 2-6, reproduces conceptual design work on the D8 “Double

Bubble” transport aircraft configuration by Drela [3, 4]. Among other technology improvements, the

configuration leverages a strategy of improving passenger loading/unloading speed, which allows for

a reduced cruise Mach number while retaining comparable door-to-door travel times (a surrogate for

passenger acceptance). This synergistic strategy creates a feedback loop which dramatically reduces fuel

burn compared to designs that are optimized on a per-component decomposition basis. For example, one

of Drela’s main observations from a 2010 work [4] is that “multi-discipline optimization considerably

increases the fuel savings compared to single-discipline optimization.”
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Reason 1: >80% of the performance of the final design is determined 
by early-stage design decisions

11/26/2023 Peter Sharpe, MIT AeroAstro 1

Why Focus on Conceptual-Stage Optimization?

Example: Transport Aircraft Fuel Burn
• Most design opportunities can’t be captured later
• Passenger loading: one of many disciplines not 

typically considered during conceptual design

fuel economy 
isocontours

existing engines

existing
airplanes

common apparent 
(false) optimum

W/S , 𝑀𝑀∞…

true
optimum

FPR,
Tt 4

.

.

.

Pratt’s, GE’s 
design domain

Boeing’s,
Airbus’s 
design
domain

Both figures adapted from Drela, “Simultaneous Optimization of the Airframe, Powerplant, and 
Operation of Transport Aircraft”. RAeS Conf., 2010

D8.1/8.1b
Mach: 0.72
L/D: 19.5 – 22.0
MTOW: 120 – 130k lb.
Field: 5000 ft.

B737-800
Mach: 0.80
L/D: 15.2
MTOW: 166k lb.
Field: 8000 ft.

Same requirements 
& tech. assumptions,
≈ −𝟒𝟒𝟒𝟒𝟒 fuel burn

Figure 2-6: In an example from Drela [3], large potential fuel savings are available for transport aircraft
if cross-discipline couplings are considered early in the conceptual design process. Figure elements
reproduced fromDrela [4].

In a second example, shown in Figure 2-7, the other side of this effect is shown. Here, various electric

vertical-takeoff-and-landing (eVTOL) aircraft design concepts are compared. Given the significant

energy limitations of battery-powered aircraft, much of the focus of eVTOL conceptual design in

the early 2010s was on traditional unit-economics performance metrics of range and payload fraction.

However, as these vehicles begin to approach FAA certification and initial deployment, significant

regulatory concerns have been raised about the community noise impact of such vehicles. Aeroacoustic

noise, to first order, is a strong function of propulsor disk loading and blade tip speed [107], factorswhich

require substantial redesign to modify later. Hence, manufacturers have had varying levels of difficulty

in adapting to this renewed focus on acoustics, as this metric is largely locked in from conceptual design

decisions made many years ago.
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Reason 1: >80% of the performance of the final design is determined 
by early-stage design decisions

11/26/2023 Peter Sharpe, MIT AeroAstro 2

Why Focus on Conceptual-Stage Optimization?

Example: eVTOL Noise
• Most design regrets can’t be fixed later
• Noise: one of many disciplines not typically considered 

during conceptual design

Joby Aviation S4 BETA Alia-250 Lilium Jet

“The very next design principle, 
behind safety, was noise.”

-Joby Aviation, on conceptual design
SEC 001-39524: “Virtual Fireside Chat with Joby…”

All images 
reproduced 
from their 
respective 
manufacturers Less noise More noise

[1] SEC 001-39524: “Virtual Fireside with Joby”… 

Figure 2-7: Design regrets may arise if conceptual MDO studies do not include all relevant disciplines.
This example of contemporaneous eVTOL designs assesses aeroacoustic noise, a factor that is largely
determined by conceptual design decisions made many years prior. Although noise is not traditionally
included in conceptual aircraft design relations, it is crucial for certification and acceptance. Thus,
including many disciplines in conceptual design – even non-traditional ones, like acoustics – is key for
avoiding major downstream design regrets.

Motivation 2: New Technologies Reignite a Need for Early-Stage Design Exploration

A second motivation for the focus on conceptual MDO is that recent technological shifts have signifi-

cantly expanded the aircraft design space compared to previous eras, calling for new tools to aid in down-

selecting design concepts.

As a first example shown in Figure 2-8, miniaturization and uncrewed aircraft have opened up new

trade spaces to explore, calling for renewed focusonfirst-principles early-stage designoptimization. These

micro-drone aircraft are able to takemore riskswith exotic designs, due to shorter design cycles, lower cost,

and reduced certification and safety risks. New disciplines, such as packaging and folding considerations,

drive new trades – in many cases, volume allocation trades can be as sensitive as mass fraction trades

in conventional aircraft. Another new trade is that of size, weight, and power (SWaP) allocations to

autonomy andonboard computing. For small air vehicles, flight computer power requirements can equal
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or exceed propulsive power, creating new incentives that tilt the design space towards control simplicity

[108]. New missions, particularly those that are “dull, dirty, and dangerous” are enabled by uncrewed

aircraft with attritable design and cost optimization. Finally, physics scaling laws, like the square-cube

law and transitional Reynolds numbers, cause unique concerns for small-scale aircraft that warrant first-

principles conceptual design optimization.

(a) MIT Firefly, a Mach
0.8, rocket-propelled
micro-UAV [109, 110]

(b) MIT Perdix, an air-
launched ALE-55-class
ISR UAV [53]

(c) Transonic DP, a
545-mph dynamic
soaring glider with 100
G turn capability (photo:
Spencer Lisenby)

(d) Black Hornet
Nano, an 18-gram
ISR helicopter (photo:
RichardWatt/MOD)

Figure 2-8: Examples of new design spaces enabled byminiaturization and uncrewed aircraft technology
in recent years.

Another prominent new design space that motivates revisiting first-principles conceptual aircraft

design is electric aviation, as shown in Figure 2-9. Electric propulsion offers a fundamentally different

configuration trade space compared to conventional propulsion. In terms of energy storage, modern

lithium batteries have realizable10 specific energies that are roughly 1/25th that of kerosene, placing

extreme sizing demands here. On the other hand, electric motors have excellent specific power across

a wide range of size scales, dramatically fewer moving parts, and wider power bands compared to

combustion engines. These factorsmake electricmotors farmoremodular, essentially allowing designers

to place propulsors at will – electric aircraft with eight or more propulsors are not uncommon. The

enormous design space that electric propulsion opens up is evident in Figure 2-9, where the diversity of

10in other words, after accounting for the generally-higher powertrain efficiencies of electric propulsion due to the lack of
a thermodynamic gas cycle
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aircraft configurations is wholly unprecedented compared to other aerospace domains. Part of the value

proposition of conceptualMDO is that it canmake rigorous designwithin this large spacemore tractable.

Example: Urban Air Mobility / eVTOLs

Reason 2: These days, new technologies are enabling more early-stage  
aircraft design space exploration than ever before

11/26/2023 Peter Sharpe, MIT AeroAstro 4

Why Focus on Conceptual-Stage Optimization?

Figure adapted from SMG Consulting, “AAM Reality Index”
• After a decade, still no clear 

consensus on the “right” way to 
use electric propulsion.

• Electric propulsion is 
fundamentally different:

Conventional Electric
Energy 
Storage Kerosene Batteries

Energy 
Transmission

Combustion 
engines

Electric 
motors

Figure 2-9: Electric propulsion opens up amuch larger aircraft configuration space, since electric motors
offer higher specific power and modularity than combustion engines. A focus on early-stage conceptual
design is critical for down-selecting from this diversity of configuration options. Figure adapted from
SMGConsulting [5].

Motivation 3: Design Space Exploration

The final and most significant motivation for this thesis’ focus on early-stage MDO is that it provides

value far beyond merely the point design that results from an optimization study. The true value of

conceptual MDO is in determining which questions a design team should be asking. Examples of such

questions that might be fueled by a design tool leveraging conceptual MDO are given in Figure 2-10.

67



Reason 3: The true value of conceptual MDO isn’t only in answering 
questions (“the point design”) – it’s in determining which questions we 

should be asking

11/26/2023 Peter Sharpe, MIT AeroAstro 5

Why Focus on Conceptual-Stage Optimization?

Requirements Feedback

• Which requirements are 
driving, and which are 
unimportant?

• How should we negotiate 
requirements?

• Where can we give margin, 
and where do we need 
margin?

Market Identification & 
Competitive Analysis

• Given our technologies and 
capabilities, which 
customers should we be 
pitching to?

• Where are the market gaps 
in competitor offerings?

Risk Reduction
• How much margin do we 

have to various constraints?
• Which key model 

assumptions are we 
sensitive to?

• What’s the most cost-
effective way to reduce 
uncertainty in our ability to 
deliver?

Figure2-10: In addition to answering specificdesignquestions, conceptualMDOtools canhelpdesigners
develop a broader intuition about the problem space and determine which questions to ask next. This
figure gives examples of such exploratory questions.

Though some of these questions can be answered with traditional methods, like post-optimality

studies and parameter sweeps, modern conceptual MDO tools can supercharge this to tens, hundreds,

or thousands of design variables, allowing for a much more comprehensive exploration of the design

space. The inclusion of similarly large numbers of relevant constraints effectively prunes the design space,

reining unrealistic designs that a parameter sweep might otherwise yield. This capability is especially

important in the early stages of a program, where the design space is often poorly understood and the

design team is still developing an intuition for the problem. In this sense, conceptual MDO is a tool for

design space exploration, not just design optimization.
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Chapter 3
ACode Transformations Paradigm for Design

Optimization Frameworks

This chapter introduces a new paradigm for engineering design optimization frameworks called code

transformations. Section 3.1 defines the paradigm and introduces the related concept of code traceability.

Section 3.2 presents AeroSandbox, a reference implementation of this paradigm in an engineering design
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optimization framework. Section 3.3 benchmarks this framework against existing ones, measured by the

technical and non-technical metrics of Figure 2-2. Finally, Section 3.4 introduces observations of ideal

syntax and interface design for MDO frameworks.

3.1 Introduction and Definitions

In recent years, several advanced scientific computing techniques have proliferated that offer fundamen-

tally new capabilities by using non-standard interpretations of numerical code [97]. Examples of these

techniques include:

• Automatic differentiation [101], a technique that allows efficient and accurate evaluation of a

function’s gradient at runtime

• Automatic sparsity detection [105], a technique that identifies which of a function’s outputs may

be affected by each input

• Automatic problem transformations (in the context of numerical optimization), including tech-

niques such as:

◦ Problem scaling [111], to improve the conditioning of Hessians and linear sub-problems

◦ Redundant constraint elimination

• Common subexpression elimination [96], where repeated calculations are automatically identified

and rewritten for faster speed via pre-computation

• Backend-agnostic programming, which can enable hardware accelerators (e.g., GPUs), different

math library backends, just-in-time (JIT) compilation, and automatic vectorization & paralleliza-

tion [103]
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In this work, we collectively call this set of computational techniques code transformations. Formally

defined, a code transformation is anyoperator1 that a) intercepts some representationof theuser’s original

code at runtime, b) automatically applies some improvement based on analysis of the code itself, and c)

returns this improved function to be executed in-place of the original.

This definition is similar to that of a “compiler optimization” in computer science, though a

distinction can be drawn in the implied level of code abstraction where the improvement is applied.

Compiler optimizations typically refer to lower-level improvements at the level of source code static

analysis or a language-level syntax tree (e.g., dead-code elimination, loop fusion, and static type inference

and specialization). By contrast, code transformations broaden this to also include improvements at

the higher level of computational graphs dynamically constructed within domain-specific modeling lan-

guages, or at the level of a data structure describing a complete numerical method (e.g., an optimization

problem formulation).

Another useful point of comparison for this code transformations definition is “scientific machine

learning” (SciML), which is a term that has become increasingly popular to describe several of these

higher-level transformations [37, 98, 112]. In particular, this term has been applied to end-to-end

automatic differentiation of physical simulators, especially in cases where it is then used for machine

learning applications such as parameter estimation, surrogate modeling, or scientific hypothesis testing

via probabilistic programming. SciMLmethods canbe seen as a subset of code transformation techniques

that emphasize differentiability and compatibility with machine learning frameworks, and implemen-

tations often make various engineering tradeoffs that favor this goal [113]. Therefore, an informal

definition of code transformations is that it is a union of both compiler optimizations and scientific

machine learning.

1i.e., a higher-order function
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3.1.1 Code Traceability

The main benefit of generalizing these techniques under a “code transformations” abstraction is to high-

light that all of these advanced techniques essentially impose the same shared requirement on numerical

code: a property we refer to as code traceability. Here, a piece of numerical code is defined as “traceable”

if we can construct and directly inspect some functional representation (often, a computational graph)

of this code at runtime.

There are several possible options to construct and access these functional representations that satisfy

this definition. Themost commonmethod (and theoneused throughout thiswork) is aptly called tracing

in themachine learning literature2 [99, 103, 116]. This process involves taking functional numerical code,

and, rather than evaluating it with standard numerical inputs, instead passing in a “tracer”: a symbolic-

like dummy data type that dynamically records operations performed on it3. The output of the code

then includes a recorded computational graph representing the code execution path (the “trace” or “tape”

[117]), which can then be manipulated and transformed to enable the advanced techniques listed above.

For this tracing process to work, all mathematical functions used within this numerical code must

be able to accept and return these tracer objects4. In practice, this often means that traceable code must

be written with a specialized numerical framework that accepts that tracer type—we must be able to

intercept math library calls in order to properly handle tracers. This also implies that traceability is a

property that is defined with respect to a specific numerical framework, rather than a universal property

2Tracing is not the onlymeans by which code transformations can be performed—one example alternative is direct source
code transformation, which can be seen in frameworks like Tapenade [114]. However, tracing-like strategies are by far the
most common inmodern, syntactically-rich languages; comprehensive discussion of the tradeoffs andmotivations for this are
given byMaclaurin [115].

3In some frameworks, the tracer is used only for graph construction (e.g., JAX’s Tracer [103]). In others, the same object
serves an additional purpose during numerical evaluation, where it works as a concrete numerical data type (e.g., PyTorch’s
Tensor [117]).

4Another observation is that this tracing process is generally easier to implement in languages with dynamic typing or
multiple dispatch, as these languages make it easier to switch between traditional and tracer data types in numerical code.

72



of the code itself.

This concept of traceability allows us to intuitively predict which operations are likely to “break the

trace” and render the target code incompatible with code transformations. For example, explicit type-

casting5 often causes problems, since a tracer variable may be coerced into a concrete numerical type,

resulting in a lost computational graph. Likewise, any interfaces between programming languages (e.g.,

a Python function calling a C function) will usually break the trace, as type information is lost across the

language boundary. This insight can be used to guide the design of numerical code to be more traceable,

and hence more amenable to code transformations.

Traceability is also the reason why it can be challenging to add many of these advanced techniques

(e.g., end-to-end problem-level automatic differentiation) into an MDO framework unless it was de-

signed to support these from the start. For example, often standard MDO disciplinary interfaces only

allow for concrete numerical data types; so, while individual analyses may be traceable, tracing the full

optimization problem end-to-end is usually not possible unless the framework accommodates this. This

inherently limits the kinds of problem accelerations that can be applied. As a more concrete example of

this, onemayfind themselves able touseADtofind thepartials of a single analysis, but directly computing

the constraint Jacobian of the full MDO problem may not be possible6. This is a key motivation for

the development of a new paradigm for MDO frameworks that considers traceability from the start, as

opposed to simply adding on these advanced scientific computing techniques to existing paradigms.

5An example of type-casting would be explicitly converting an int to a float, rather than allowing an array library’s type
promotion rules to handle this passively.

6Instead, the framework needs to stitch these partials together. This becomes particularly messy if tracers cannot be end-
to-end propagated through analyses that project from low- to high- to low-dimensionality spaces, like from a design space
(low-dim) to a mesh space (high-dim) to an output space (low-dim). Here, the user needs to manually implement some kind
of forward-over-reverseADgradient stitching, rather than letting the framework handle it end-to-end. Thismay be acceptable
for one or two disciplines, but for problems with dozens of interacting submodels it becomes overly burdensome for the user.
It also splits the computational graph at these large intermediate data structures, which can cost speed.
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3.1.2 Implications for Engineering Design

The main goal of this chapter is to introduce this idea of code transformations (via traceable code) as

a possible computational paradigm on top of which an MDO framework can be built. This work

deliberately aims to broaden the focus of framework design towards traceability, rather than towards any

one specific transformation technique (e.g., automatic differentiation). By finding this common thread,

we enable amuchmore general set of computational techniques to be applied, and this approach remains

more scalable as new transformation techniques are developed.

If these code transformation techniques can be applied to engineering design optimization, they

could offer significant runtime speed improvements over the black-box optimization methods that form

the vast majority of industry use today [71, 98]. As shown later in this chapter, these achievable speeds

are comparable to those of state-of-the-art optimization methods in academia, such as disciplined opti-

mization methods7 [7, 87, 88, 90] and gradient-based methods using user-provided analytic gradients8

[9, 118, 119].

A crucial advantage of code transformation over many state-of-the-art methods is that they can

be applied automatically – most of the benefits of these advanced techniques can be gained without

requiring any additional effort (or mathematical expertise) from the user. This ease-of-use is critical for

practicality–Grant notes thatmany existingparadigms are hamstrungby a “expertise barrier” [87], which

inhibits industry adoption. To assess this further, Table 3.1 compares code transformations to existing

MDOparadigms across three key practical metrics. Thesemetrics are derived from the high-level view of

the user frictions in engineering design optimization, as given in Figure 2-2. Considerations and further

7such as geometric programming and disciplined convex programming
8sometimes referred to as “adjoint methods” in reference to a common method for manually deriving these gradients for

more-complex analyses
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discussion of these tradeoffs are given in Appendix A.

Table 3.1: A subjective comparison of tradeoffs between existing MDO framework paradigms and
the proposed code transformation paradigm. The industrial state-of-the-art is largely de facto black-
box optimization. The academic state-of-the-art has two major branches: gradient-based methods with
analytical gradients, anddisciplined optimizationmethods. More detailed discussion of these assessments,
including definitions and reasoning, is given in Appendix A.

MDO Framework
Paradigm

Example
Frameworks and
Tools

Ease of
Implementation

(sketchpad-to-code)

Runtime Speed and
Scalability

(code-to-result)

Modeling
Flexibility

Black-box
Optimization

SUAVE [120],
OpenMDAO∗ [9],
TASOPT [16],
PASS [44], FAST
[121], FLOPS
[122], FBHALE
[62], almost all
industry codes

Great Limited Best

Gradient-based with
Analytic Gradients

MACH-Aero [79],
OpenMDAO∗ [9],
OpenConcept [85]

Limited Best Great

Disciplined
Optimization

GPkit [7], other
convex methods
[87, 90, 123],
AMPL [124]

Good Good Limited

Code
Transformations

AeroSandbox† [1],
JAX‡ [103],
ModelingToolkit.jl‡

[37]

Good Great Good

∗ Can use either paradigm, depending on user’s implementation
† Introduced as part of the present work
‡ These are computational tools to facilitate code transformations, rather than design optimization
frameworks

In short, the main claim this chapter aims to demonstrate is that a code transformations paradigm

yields a favorable compromise between all three tradeoffs: it achieves computational speeds similar to the

latest academic methods, retains a learning curve comparable to methods already accepted by industry
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today, and does not impose overly-burdensome mathematical restrictions. If this hypothesis is validated,

it leads to a compelling value proposition: if we can develop newmethods for industry engineers to easily

write traceable design code, then we can give them access to a host of advanced scientific computing

techniques and help shrink the academia-industry MDO gap described in Chapter 2.

Accordingly, the contribution of this chapter is twofold. First, this chapter will conceptually

introduce code transformations as a new paradigm for engineering MDO frameworks. Secondly, the

thesis will demonstrate strategies that allow traceability of engineering design code with acceptably low

user effort, enabling the use of code transformations in practice.

3.2 AeroSandbox: A Proof-of-Concept Framework Implementa-

tion

To research the feasibility, opportunities, and limitations of a code transformations paradigm for en-

gineering design optimization in greater detail, we have developed an experimental MDO framework

called AeroSandbox. AeroSandbox is implemented as a Python-based framework aimed primarily at

supporting conceptual-level engineering design. As a design framework (analogous to OpenMDAO [9]

or GPkit [7]), AeroSandbox is a library that provides underlying utilities for formulating and solving

general design problems – this is contrasted against a design tool that specializes in supporting a targeted

design application (e.g., TASOPT [16]). The code is made publicly available under the open-sourceMIT

license with the goal of gathering as much practical user feedback as possible; further access details are

given in Section 3.5.
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3.2.1 Graph Construction and Optimization

Fundamentally, AeroSandbox is a tool for building and transforming large computational graphs, and

indeed these graphs can be directly inspected both computationally and visually, as Figure 3-1 demon-

strates. AeroSandbox uses its own specialized numerics module to intercept and trace user code, and it

can interface with tracer-like objects from either the CasADi [96] or JAX9 [103] libraries to produce a

computational graph compatible with these respective libraries. Coverage is provided for a wide range of

mathematical functions, including most of the popular NumPy library [125] and key parts of the SciPy

library [6].

Computational Graph of 
Airfoil Aerodynamics Analysis:

Figure 3-1: An example computational graph, as constructed by AeroSandbox at runtime. Zoomed-in
view allows visualization of the scale of such graphs, which can grow to millions of nodes and edges for
problems of practical interest. The analysis depicted here is an aerodynamics analysis of an airfoil at a
given flow condition, usingNeuralFoil (described further inChapter 7). Elements of the analysis that are
not functions of design variables are pre-computed and collapsed into a single node in the computational
graph, so the exact runtime graph will depend on the user-specified optimization problem formulation.

During graph construction, code variables that the user specifies as optimization variables are assigned

tracers and included as inputnodes to the computational graph. Because this happens at runtimeon an as-

9Experimentally available via the jaxify branch of the AeroSandbox GitHub repository, linked in Section 3.5.
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neededbasis, those parts of the computation that are not functions of optimization variables are evaluated

as standard numerical functions. This essentially allows static parts of the optimization problem (e.g.,

constants, parameters, or frozen variables; and any analyses that are a pure function of these) to be

evaluated once and then be reused across multiple function evaluations, which can significantly reduce

computational overhead.

While constructing this graph, AeroSandbox deliberately makes certain framework-level decisions

which are tradeoffs that tend to work well in engineering design optimization, as contrasted with other

possible applications like machine learning [113]. An example of one such choice is the decision to

use static computational graphs, where the graph is constructed once during problem specification,

rather than repeatedly at each function evaluation during optimization10. This static approach results

in a reduced computational overhead per-function, which is important as engineering analysis tends to

involve deep, scalar-heavy11 computational graphs. This also makes it more worthwhile to apply global

transformations (e.g., common subexpression elimination) to the graph, since the overhead of this is only

incurred once. On the other hand, this same decision inherently prohibits value-dependent language-

level control flow frombeing recorded in the graph, which creates challenges in other cases (e.g., adaptive-

step numerical integrators). Tradeoffs such as this are made at every step of the framework architecture,

from graph construction to code transformation heuristics to optimizer strategies; often there are no

unconditionally correct choices, and the end result is a framework that makes numerical choices favoring

engineering design cases.

Once the graph is constructed, various user-specified inputs and outputs are connected to form a data

structure representing a numerical optimization problem. With this information, code transformations
10Behavior analogous to this latter approach is seen in PyTorch, for example, where evaluation and tracing happen

simultaneously.
11Relative to traditionalmachine learning, which tends to focusmore on large kernel operations (e.g., matrixmultiplication

and other einsum-like functions) that performmuch more computational “work” per call.
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can be applied. Most transformations, like automatic differentiation, automated sparsity detection,

and problem scaling, are performed automatically and transparently to the user. Here, sensible default

heuristics tuned on engineering design optimization problems are used. For example, the framework

will automatically choose between forward-mode and reverse-mode automatic differentiation for the

constraint Jacobian based on its dimensionality after coloring and compression. Likewise, problem

scaling is applied on variables and constraints with a heuristic based on the user-provided initial guess,

any bounds constraints, and the constraint Jacobian at the initial guess.

After appropriate code transformations are applied, the transformed problem is then solved using

a numerical optimization backend. By default, this backend sends the solve to IPOPT [126], a second-

order gradient-based optimization algorithm that performs favorably in large-scale engineering design

optimization [82]. Another benefit of IPOPT is that constraints are handled by a primal-dual interior

point algorithm, which allows constraint sensitivity information to be obtained naturally as part of the

solve. This core mathematical framework architecture, tradeoffs, and heuristics are discussed in further

detail in prior work by Sharpe [1].

It should be emphasized that this core design optimization framework is intended to be broadly

applicable to many kinds of large-scale engineering systems, and is not aerospace-specific. However,

on top of this application-agnostic numerical framework, many optional aircraft-design-specific tools

and physics modules are included, which make the framework especially well-suited to support these

applications. These specialized tools are the focus of Chapter 5, though an overview of how these tools

fit into the broader framework is given in Figure 3-2.
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ASB Core: Opti Stack

Optimization interface

ASB Core: Numerics

Unified numerics stack

CasADi or

JAX [103, 127]

Computational

graph framework

(abstract numerics)

NumPy [125]

Concrete numerics

IPOPT [128]

Optimizer

ASB Surrogate

Modeling Tools
ASB Geometry Stack

ASB Discipline-

Specific Tools
More

abstract

More

foundational

Figure 3-2: Dependency relationships between AeroSandbox (ASB) components and external li-
braries. Arrows point toward dependencies. Adapted from prior work by Sharpe [1].

3.3 Performance Comparisons

To test the hypothesis shown in Table 3.1, where a code transformations paradigm can offer a favorable

compromise between ease-of-use and computational performance, we have conducted a series of bench-

marking studies. Each benchmark is designed to compare performance on one of the three key practical

metrics, and against at least one of the existing MDO paradigms listed in Table 3.1.
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3.3.1 Code Transformations vs. Black-Box Optimization Methods

The first possible point of comparison is between code transformations and black-box optimization

methods, which is the de facto standard in industry today. As shown in Table 3.1, the main advantage

of a code transformations framework over such methods is a significant increase in runtime speed and

scalability. To demonstrate this, we perform an optimization benchmark on the Rosenbrock problem

[129]. This problem is a classic optimization benchmark, designed to be a stress-test as the optimum lies

at the bottom of a shallow-curving valley. Here, we solve an N -dimensional extension of this problem,

which conveniently gives a knob to smoothly dial up or down the difficulty of the problem [130]. This

optimization problem is defined in Equation 3.1:

minimize
x⃗

N−1∑
i=1

[
100

(
xi+1 − x2i

)2
+ (1− xi)

2
]

(3.1)

Figure 3-3 illustrates this optimization landscape for the casewhereN = 2, showing the curved valley.

For allN , the global optimum is at x⃗ = 1⃗, where the objective function evaluates to 0. This problem is

chosenhere because it sharesmany challenging aspectswith engineering design optimizationproblems: it

is nonlinear, nonconvex, and poorly-scaled. Likewise, the Hessian of the function changes substantially

near the optimum (as evidenced by the curvature in the valley) – this is designed to put second-order

gradient-based optimization methods (such as IPOPT) at a disadvantage. In this benchmark problem,

we deliberately choose extremely poor initial guesses, with the goal of stress-testing solver robustness.

Specifically, each element of the vector of initial guesses drawn from a random uniform distribution in

the interval [−10, 10].
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Figure 3-3: The Rosenbrock function, a classic optimization benchmark problem with mathematical
formulation given in Equation 3.1. Here, theN = 2 case is shown for ease of visualization, though axes
are labeled as xi and xi+1 to illustrate that this curving valley occurs in every adjacent pair of dimensions
for higher-dimensional variants.
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Figure 3-4: Comparison of optimization performance between AeroSandbox and existing black-box
optimization methods on the N -dimensional Rosenbrock problem. Other methods are two gradient-
free methods (Nelder-Mead simplex method and a differential evolution genetic algorithm) and two
gradient-based methods (SLSQP and BFGS), all using common SciPy implementations [6].

In Figure 3-4, the computational cost of AeroSandbox (which leverages code transformations) is

benchmarked against existing black-box optimization methods, as the problem dimensionality N is

varied. Several notable features can be seen in this figure. First, we find that gradient-based methods

(e.g., BFGS, SLSQP) scale much better to high-dimensional optimization problems than gradient-free

methods (e.g., Nelder-Mead, genetic), consistent with theory and other literature [71, 131]. Because

of this trend, these gradient-based methods are the most representative example of black-box methods

used in industry today. As example points of comparison, the SUAVE aircraft design suite [120]

83



conventionally uses black-box SLSQP optimization, and the TASOPT aircraft design code [16] uses a

black-box Nelder-Mead simplex method.

Second, we find that AeroSandbox offers significantly faster asymptotic runtime compared to all

examined black-boxmethods. As problem dimensionality increases, the number of function evaluations

required for AeroSandbox optimization to converge scales roughly linearly with the number of variables,

while the equivalentmetric for black-box gradient-basedmethods scales superlinearly. This improvement

in scaling is mostly attributable to the use of automatic differentiation, which allows for more efficient

gradient computation.

Third, we find that AeroSandbox offers improved convergence robustness to poor initial guesses

compared to somemethods, like SLSQP. In Figure 3-3, amethod’s convergence on the problem at a given

dimensionalityN is shown by the presence or absence of a colored dot. While some methods converge

fairly reliably (e.g., AeroSandbox and BFGS), others like SLSQP show more spotty convergence, with

failure becoming increasingly common as the dimensionality increases. This is attributable to two factors:

a) the backtracking line search implemented by IPOPTwithinAeroSandbox and the BFGS solver within

SciPy, which stabilizes the optimization process, and b) the presence of automatic problem scaling, which

improves the conditioning of the optimization problem.

A final possible contributor to differing performance may be gradient precision issues that can occur

with black-box optimization, if such gradients are obtained by finite-differencing. In cases where this is

severe, inaccuracies in gradient computation may result in slower optimization convergence in the black-

box case. Generally, this is not an insurmountable issue, however, and Martins [71] discusses possible

options to mitigate this. For example, complex-step differentiation may be an option that enables higher

precision if the black-box functionhandles (or canbemodified tohandle) complex data typeswith proper

analytic continuation [132, 133].
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In summary, this benchmark demonstrates that a code transformations paradigm can offer faster

practical and asymptotic optimization performance than existing black-box optimization methods,

especially as problem scale increases.

3.3.2 Code Transformations vs. Disciplined Optimization Methods

Another MDO paradigm that can be compared to code transformation is a broad class of techniques

known as disciplined optimization methods. The basic premise of such methods is that: if the problem

formulation can be restricted to specific mathematical forms, one can use solvers built to exploit the

underlying mathematical structure, enabling vast speed improvements over black-box methods. One

example form is convex programming, in which the user expresses their model relations with convexity

as a constraint, allowing a convex solver to gain speed advantages [90].

When implementing this paradigm into a design framework, one challenge is in how to a) validate

that the user’s problem formulation is compatible with the required mathematical form, and b) guide

the user to write mathematically-compatible code. As an example of how to approach these issues, Grant

[87] introduces the notion of “disciplined convex programming”, where the framework rigorously tracks

various mathematical properties (e.g., convexity) for each user-specified expression, ensuring that the

optimization problem remains structured in a way that allows for a specialized solver.

From the perspective of aircraft design optimization, this paradigm became particularly intriguing

with the advent of disciplined geometric programming [88, 89]. In this method, we restrict not to

the mathematical space of convex functions, but rather that of log-convex functions (i.e., monomials,

posynomials, and signomials, which are described further by Burnell [7]). This interest from an

engineering perspective is primarily due to research by Hoburg [46], who first applied such methods

to conceptual aircraft design and demonstrated that many common first-order sizing relationships in
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this field are well-approximated by geometric programs. Further research by Hoburg, Kirschen, Ozturk,

Burnell, and others [63, 83, 134] have extended this work with the development of GPkit, a geometric

programming framework for engineering design optimization.

Using this framework, Kirschen shows that geometric programming (GP) methods can achieve

significant runtime speedups over black-box optimizationmethods on engineering design problems [83].

In addition, this speedup is achieved largely without sacrificing the syntactical clarity of the user’s code,

which makes expressing design problems relatively efficient.

However, themathematical restriction to certain categories of log-convex functions canbe significant,

and working around this by reformulation or approximation can sometimes prove burdensome in

engineering practice. As an illustrative example, a case study by Vernacchia [135] documents an effort

by an experienced end-user to build geometric-programming-compatible analysis tools for compressible

aerodynamics. Here, a common empirical model for the transonic lift-curve slope (CLα) is found to

break GP-compatibility due to the presence of a tan2() function. To fix this, it is instead replaced

with a modified 12th-order Taylor series approximation. This strategy indeed works to restore GP-

compatibility, but crafting such approximations can be both time-consuming and error-prone. These

complex approximations can also lead to reduced interpretability during scenarios such as an engineering

design review.

In some cases, approximation as a geometric program is not possible without unacceptable loss of

fidelity, so models of interest must instead be written as a signomial program [48, 83], a broader class of

mathematical functions. This approach restores compatibility with the framework, but it sacrificesmany

of the benefits of geometric programming: most critically, problems become combinatorially-complex

with respect to the number of signomial constraints. In both the case of geometric- and signomial-

programming, thesemathematical restrictions also limit the extensibility of design codes to higher-fidelity
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analyses, which are often not easily representable through such relationships.

Therefore, from this perspective, a valuable objective for any new MDO paradigm should be to

achieve runtime speeds comparable to these disciplined optimization methods, while relaxing some

of their mathematical restrictions to the extent possible. The code transformations paradigm that is

proposed here achieves the latter goal of removing some mathematical restrictions: rather than restrict

user code to log-convex expressions, the user is restricted to themuch-broader category ofC1-continuous

expressions. (Like disciplined methods, a specialized numerics library is still required, however. In the

case of code transformations, this is due to the traceability requirement.) This relaxation ofmathematical

restrictions allows users to formulate many more engineering design problems without the need for

mathematical rewriting, and the ability to embed common numerical operators such as linear solves and

integrators enables extensibility to higher-fidelity modeling.

However, the question remains whether this relaxation of mathematical restrictions comes at the

cost of computational performance. To investigate this, we conduct a benchmark study comparing

code transformations (via AeroSandbox) to disciplined methods (via GPkit) on an example engineering

problem. The specific problem is directly reproduced from theGPkit user documentation [7, 8], in order

to ensure that a high-quality and representative GPkit code implementation is available for comparison.

This problem in question is a static Euler-Bernoulli cantilever beam analysis problem,where a distributed

load is applied; a diagram of the setup is shown in Figure 3-5. Values of various constants are taken from

Burnell [8] and reproduced in Listing 5.
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Figure 3-5: Setup for a cantilever beam analysis problem, which is identical to an example in the GPkit
user documentation [7, 8] and used as a benchmark to compare solution performance across various
frameworks. The beam is discretized intoN elements, and a uniform distributed load is applied.

Mathematically, this problem is represented as a fourth-order differential equation, which is dis-

cretized into N elements. The goal of the analysis is to compute the state vector (deflection, slope,

moment, and shear) at each point along the beam, given some specified distributed load. A useful

observation is that, assuming the discretization is performed in a way that expresses integrands as a linear

function of these state vectors (e.g., trapezoidal integration), this problem can be solved in a single sparse

linear solve. However, this linearity is only advantageous if a framework can exploit this structure, and

log-transformation will lose this property.

Numerically, the problem iswritten in residual (implicit) form,which allows it to be formulated as an

optimization problem in various frameworks. As-given, this problem is a pure analysis problem, and the

number of constraints (including boundary conditions) exactly equals the number of degrees of freedom.

However, one can easily imagine this problembeing implemented as a discipline-specific analysis within a

largerMDO framework, where the beam analysis is coupled to other analyses (e.g., a wing sizing analysis)

and design variables (e.g., wing thickness).

In Figure 3-6, the wall-clock runtime of AeroSandbox and GPkit is compared as the number of

elementsN is varied. In this chart, four labeled cases are given:

1. GPkit (cvxopt), where the problem is solved using GPkit’s default convex optimization solver,

CVXOPT [136]. Notably, CVXOPT is free and open-source, so the inclusion of this case allows
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an accurate “open-source to open-source” comparison to be drawn. The exact syntax used in this

case (and in the MOSEK case below) is given by Burnell [8].

2. GPkit (mosek), where the problem is solved using GPkit’s interface to a commercial solver,

MOSEK [137]. This is included to show the performance ofGPkit in cases where users have access

to a high-performance proprietary solver, and indeed the runtime is roughly an order ofmagnitude

faster than the CVXOPT case.

3. AeroSandbox, where theproblem is formulatedwith syntax as close to its basicmathematical form

as possible. The exact syntax used here is given in Listing 5; notably, the coding style is declarative

and allows the framework to set up its own discretization routines. In this case, a substantial

speedup is achieved, in large part due to the fact that the problem is not solved in log-space, and

hence the problem’s natural linearity can be exploited by a gradient-based solver. Thus, in this case,

the problem can always be solved in one optimization iteration.

4. AeroSandbox (using GP formulation), where the problem is given in its log-transformed form

to AeroSandbox, which is identical to what underlying solvers of GPkit would see. This case is

perhaps the most interesting of the four, because it shows that even with the same mathematical

structure, code transformations can enable accelerations beyond what can be achieved with

specialized solvers alone. In this case, subsequentbenchmarking reveals thatmost of this additional

speedup is due to sparsity detection and Jacobian compression, since the constraint Jacobianof this

problem is quite sparse (due to locality of the governing equations).
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Figure 3-6: Comparison of runtime speed between AeroSandbox and GPkit on the cantilever beam
analysis problem. The problem is formulated as a static Euler-Bernoulli beam analysis, with the number
of discretized elements,N , is varied to test scalability. The number of optimization variables (i.e., degrees
of freedom) is 4N , as the governing equation is originally a 4th-order ODE and is decomposed to a
larger system of first-order ODEs. In all cases, measured runtime includes both problem formulation
and solution; time for library imports is excluded. AeroSandbox code implementation is available in
Listing 5, and the GPkit code implementation is given by Burnell [8].

Another interesting observation from Figure 3-6 is the fact that the wall-clock runtime of the

AeroSandbox case asymptotes to roughly 10 milliseconds in the limit of small N . This is rather large

given the simplicity of the problem; if this analysis problem were explicitly formulated as a sparse linear

programand given to such a specialized linear solver, itwould likely be solved in a fraction of amillisecond.

This discrepancy is due to the overhead of the optimization framework, which includes both tracing

and applying code transformations. However, this overhead only scales weakly with problem size, and
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hence the runtime scales linearly with the number of elementsN in the limit of largeN . This contrasts

to the GPkit runtime, which scales superlinearly with N . This trend illustrates a common tradeoff in

framework architectures: better asymptotic performance often comes at the cost of increased overhead

for small problems, due to the need to find and exploit structure.

The payoff of this computational overhead, however, is that an end-user can take advantage of the

sparse linear structure of the problem without needing to explicitly recognize and formulate it as such.

This trades engineering effort for computational effort, which may be a favorable tradeoff in the context

of quick-turnaround conceptual design problems. This automation also lowers the expertise barrier for

users, as they do not need to be aware of the underlyingmathematical structure of the problem to achieve

good performance.

Other comparisons between a code transformations paradigm and disciplined optimizationmethods,

including two conceptual aircraft sizing case studies, are given in prior work by Sharpe [1]. In short,

code transformations can equal or exceed the runtime speed of disciplined optimizationmethods such as

geometric programming, even on problems where this disciplined optimization approach is applicable.

This is a promising result, as it suggests that code transformations may be able to offer the best of both

worlds on engineering problems: the computational performance of disciplined optimization methods

with fewer mathematical restrictions.

3.3.3 Code Transformations vs. Analytic-Gradient Methods

The final comparison to be made is between code transformations and an analytic-gradients paradigm,

which focuses on using user-provided partial derivatives to facilitate gradient-based optimization. This is

the preferred approach when especially fine-grained control over the MDO architecture and gradient

computation process is required, as is often the case in high-fidelity engineering design optimization
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problems. The ability for users to directly patch in their own gradients is practically required to enable

many advanced techniques in PDE-constrained optimization, such as adjointmethods and differentiable

volume mesh morphing.

When implemented, user-specified analytic gradients can be faster than its code-transformations

analogue of automatic differentiation. This is both for code reasons (e.g., the framework no longer incurs

a tracing overhead) but also for mathematical ones (e.g., the ability to use continuous adjoints, for which

there is no direct analogue in automatic differentiation [138, 139]).

However, the real benefit of analytic gradients is in the potential for reducedmemory cost, especially

in the case of the largest-scale design optimization problems. This is because the user can use strategies

like checkpointing or time-reversal of ODEs to reduce the memory cost of gradient computation, which

is challenging to automate in a general-purpose automatic differentiation framework [139–141]. For this

memory reason, a framework based on analytic gradients is in fact the only tractable choice for many

high-fidelity engineering design optimization problems.

Another framework benefit of ceding control over gradient calculation to user code is that it makes

it cleaner to define disciplinary interfaces, as the “components” for which users specify partial derivatives

form a natural disciplinary boundary. This can make it easier for the user to experiment with a wide

variety ofMDOarchitectures, whichmay improve performance in some cases [28]. To contrast with this,

the code transformations paradigm ismore naturally suited tomonolithic architectures (and in particular,

simultaneous analysis and design) due to the global nature of the computational graph it constructs [37,

142].

The primary downside of this analytic-gradients paradigm is that it requires substantialmathematical

effort from the end-user. Formulating a quick design problem or extending existing analyses often

requires hand-derivation and implementation of gradients, and this can stymie experimentation with
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radical design changes. In addition to the effort required, significant expertise in both mathematics and

computer science is also required. Given that end users are often subject-matter-experts in their domain

area, rather than in optimization per se, this can restrict the potential user base. Even for experienced users,

errors in user-specified gradients are a common and difficult-to-debug source of optimization failure.

Because of this, a code transformations paradigmmay be a promising alternative to analytic-gradient

methods in lower-fidelity design optimization cases, such as conceptual design. In such cases, where the

fine-grained control of analytic gradients is less crucial, a simpler user experience that automates some of

this optimization machinery may yield reduced overall user frictions. Because of this, Table 3.1 suggests

that the main advantage of a code transformations paradigm over analytic-gradient methods is improved

ease of implementation.

To demonstrate what this looks like in practice, we implement a benchmark problem for comparison

between AeroSandbox and OpenMDAO, which is a popular MDO framework that supports analytic

gradients [9]. The specific problem is reproduced from the user documentation of OpenMDAO, once

again to ensure that a high-quality implementation is available for comparison [10]. This problem is based

on 1-dimensional Euler-Bernoulli beam theory, similar to the example of Section 3.3.2. However, in this

case it involves not just analysis but also optimization: the thickness of the beam along its length, h(x), is

a design variable. The beam is discretized intoN elements along its length, and the thickness distribution

need not be uniform. A constraint on the total volume of the beam is imposed, and a cantilever boundary

condition is applied. The optimization objective is to minimize the tip deflection of the beam while a

point load is applied at the tip. This problem is illustrated in Figure 3-7, with the actual optimal result of

the beam design problem drawn to-scale12. Additional numerical details and constants for this problem

12Although the assumed value for the bending stiffness EI has been scaled for Figure 3-7 in order to make the deflection
more visible.
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are available in Listing 1.

Minimize the tip deflection
by adjusting the beam thickness ℎ(𝑥𝑥),
with constrained total material

Discretize along the length with 𝑁𝑁 nodes

𝑥𝑥

Figure 3-7: High-level formulation of a beam shape optimization problem, which is identical to an
example in the OpenMDAO user documentation [9, 10] and used as a benchmark to compare solution
performance across various frameworks. The beam is discretized intoN elements along its length, with
a point load at the tip.

In Figure 3-8, we compare the wall-clock runtime of AeroSandbox and OpenMDAO as the number

of beam discretization elementsN is varied. In the OpenMDAO case, the code implementation used for

this comparison is given by the OpenMDAOdevelopment team [10], and this implementation leverages

exact analytic gradients. The corresponding code for the AeroSandbox case is given in Listing 1. In this

benchmark study, we see that a code transformations framework can achieve faster runtime than analytic

gradient methods across a range of discretization resolutions fromN = 5 toN = 500.
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AeroSandbox vs. Analytical-Gradient Methods
for the Beam Design Optimization Problem

Figure 3-8: Comparison of runtime speed between AeroSandbox and OpenMDAO on the beam
shape optimization benchmark problem. The number of discretized beam elements, N , varied to
test scalability. In all cases, measured runtime includes both problem formulation and solution; time
for library imports is excluded. AeroSandbox code implementation is available in Listing 1, and the
OpenMDAO code implementation is given by the OpenMDAO development team [10].

However, the true advantage of a code transformations framework in this case study is not in runtime

speed, but rather in a reduction in engineering time. This “code complexity” is challenging to precisely

quantify, but one possible (imperfect) metric for this is the number of user-written lines of code required

to implement a givenproblem. Referencing thehigh-level overviewof the optimizationuser experience in

Figure 2-2, this metric loosely corresponds to the amount of friction a usermust overcome to implement

a problem of interest. Table 3.2 shows that the AeroSandbox implementation of this problem requires

roughly 8x fewer lines of code than the OpenMDAO one, which suggests that it requires much less
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Table 3.2: Comparison of user-written lines of code and wall-clock runtimes between AeroSandbox and
OpenMDAOon thebeam shape optimizationbenchmarkproblem. AeroSandbox code implementation
is available in Listing 1, and the OpenMDAO code implementation is given by the OpenMDAO
development team [10].

AeroSandbox OpenMDAO
Problem-Specific Lines of Code† 35 287
Wall-Clock Runtime (N = 5) 0.016 sec 0.253 sec
Wall-Clock Runtime (N = 500) 0.235 sec 31 sec

† Includes any imported utilities that are specifically pre-written for this beam problem.

engineering effort to develop.

One key observation is that this reduction in lines of code (or equivalently, the increase in code

expressiveness) afforded by code transformations makes the resulting design code far easier to review and

interpret. This alleviates one of the key practical frictions identified in Figure 2-2, which involves passing

an engineering design review from stakeholders. While performing a detailed code review on a design

optimization script will always require some level of computational expertise, it becomes far easier to

catch errors when the codebase is concise.

This discrepancy in engineering time occurs primarily because a true analytic-gradients framework

requires every computation to be accompanied by a user-specified partial derivative13. This is true even

for very simple calculations, such as the bending moment of inertia computation (I = bh3/12) in this

beam optimization benchmark problem. Furthermore, because these gradients must be linked to their

respective functions, usually each of these computations requires the user to define a newdata structure14

to package this information; this also increases the verbosity of the modeling language.

Another reason for the increased verbosity of the analytic-gradients paradigm is that the user must

manually-construct component Jacobians if they wish to take advantage of sparsity. (In the case of

13As an alternative, OpenMDAO allows users to fall back on black-box finite-differenced gradients, which brings both the
advantages and drawbacks discussed in Section 3.3.1.

14In OpenMDAO nomenclature, this is referred to as a component and is done by extending a base class.
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a beam structural shape optimization problem, exploiting sparsity is essentially mandatory to achieve

acceptable speed.) In the case of the OpenMDAO implementation of this benchmark problem, roughly

half of the problem-specific lines of code are dedicated to assembling the beam’s sparse stiffness matrix15.

Furthermore, because assembly of the global stiffnessmatrix is performed on the user side of the interface,

it is most naturally expressed via a loop in the same language facing the user: Python. This becomes

a natural computational bottleneck as problem scale increases, which may induce the user to offload

this to a different programming language, adding more complexity to the design tool. In contrast, a

code transformations framework with both automatic differentiation and automatic sparsity detection

capabilities can handle this task automatically. This sparsity detection can also occur in the language

where the computational graph is represented (e.g., in the case ofAeroSandbox’sCasADi backend,C++),

which can result in a substantial speedup.

For high-fidelity design optimization problems and for problems with only a handful of individual

disciplines, shifting the responsibility of these numerical implementation details to the user may not

be prohibitive – indeed, it may be desirable in cases, as the gradient calculation method can be tailored

for each analysis. In particular, given careful user implementation, analytic-gradient methods can allow

smaller memory footprints than a code-transformations paradigm that relies on automatic differentia-

tion; ultimately this is required when scaling to high-fidelity problems. However, for conceptual design

problems, which typically involve a vast number of low-fidelity models, and where the goal is to quickly

explore a large configuration space, the engineering effort required here can be a significant barrier to

entry.

It is important to emphasize that, although this study demonstrates some challenges of using a frame-

15In this code, definition of the per-element stiffnessmatrix takes 34 lines, and assembling these into a global stiffnessmatrix
takes 113 lines. In total, the code is 287 lines.
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work based on analytic-gradients for conceptual design purposes, doing so is absolutely possible. Several

successful efforts such as the OpenMDAO-based OpenConcept [143] and its related OpenAeroStruct

[144] provide existence proofs of this; the code architectures of these tools provideuseful examples of how

conceptual design workflows within this paradigm can be structured. In these cases, the user experience

is streamlined by a framework-provided library of pre-written components that encapsulate common

disciplinary analyses, each of which also has manually-implemented analytic gradients. This can be a

suitable approach, especially in targeted applications where the user’s design intent does not deviate too

far from the assumptions of these pre-written analyses. However, the end-user experience becomesmore

challenging when the user needs to extend these analyses or pose design problems outside the intended

application scope of the framework, as they are no longer insulated from the frictions outlined herewhen

defining new analyses.

Because of these reasons, we generally assess that a code transformations paradigm offers improved

ease of implementation compared to analytic-gradient methods, as depicted in Table 3.1. This is

especially true for conceptual design problems, where the user’s primary goal is to quickly explore a large

configuration space. On the other hand, for high-fidelity design optimization problems where giving the

end-user fine-grained control over numerical processes is required, an analytic-gradients paradigm likely

remains more suitable.

3.3.4 Summary and Discussion of Benchmark Studies

In all three of the comparison case studies examined in this section, it becomes clear thatmost framework

architecture decisions ultimately come down to tradeoffs: usability, runtime speed, and mathematical

restrictions must all be considered. The best choice of MDO paradigm for a given design problem

will depend on the specific requirements of that problem, and the user’s expertise and preferences.
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However, the results of these benchmark studies suggest that a code transformations paradigm can offer

a favorable general-purpose compromise between these factors, especially in the context of conceptual

design optimization problems.

The benchmark studies of Section 3.3 discuss a variety of considerations to be weighed when

developing an engineering design optimization framework, and how different architectural choices

link to these tradeoffs. From these studies, we can begin to extract a more concise list of the high-

level opportunities and challenges of using a code transformations paradigm for engineering design

optimization, relative to other options:

• Opportunities (in the context of conceptual-level engineering design optimization):

1. Code transformations yield performance comparable to bespoke, efficient numerical code,

while reducing the amount of problem-specific code that users must write. Although

there are many cases where performance could be further accelerated with more specialized

numerics, we contend that code transformations generally represent a useful “80/20” Pareto

tradeoff for the end user: they achieve most of the performance of bespoke code with a

fraction of the engineering effort.

2. By addingmore separationbetween theproblem formulation (i.e., physicsmodeling) and the

numerical optimization process, code transformations let engineers focus on asking the right

design question. As noted by Drela [33], developing a problem formulation that faithfully

represents design intent is often the most challenging part of practical engineering design

optimization. By abstracting away some elements of the numerical optimization process by

default, code transformations can help users focus on this critical aspect of the design process.

• Challenges:
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1. As alluded to in Section 3.1.1, the requirement that user-written numerical code be traceable

imposes some restrictions on the end-user; the severity of this falls somewhere between that

of the black-box- and disciplined-optimization paradigms. Most fundamentally, the user

must formulate their design problem using syntax from a framework-provided numerics

library, to allow tracing. This naturally creates a tension against usability, and choices about

the syntax of this specialized numerical library can strongly affect the learning curve of an

MDO framework.

2. Beyond just the syntax of a user’s numerical code, a code transformations paradigm also

imposes certain preferences on the style of a user’s numerical code. In particular, for reasons

discussed in Section 3.4.2, this paradigm favors a functional coding style that avoids side

effects andmutable state, since this is more easily traced and transformed. In contrast to this,

we later argue that the workflow of engineers working on physics-based design optimization

problems naturally tends to lead to procedural coding styles, which creates another source of

tension in framework development.

It is worth noting that both of the listed challenges of code transformations relate to framework-

level tensions between the user experience and computational performance. This motivates a renewed

focus on framework choices around syntax and interfaces, since these play a key role in determining the

practicality of anMDO framework.
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1 import aerosandbox as asb
2 import aerosandbox.numpy as np
3

4 N = 500 # Number of discretization nodes
5 E = 1e3 # Elastic modulus [N/m^2]
6 L = 1 # Beam length [m]
7 b = 0.1 # Beam width [m]
8 volume = 0.01 # Total material allowed [m^3]
9 tip_load = 1 # Tip load [N]

10

11 x = np.linspace(0, L, N) # Node locations along beam length [m]
12

13 opti = asb.Opti() # Initialize an optimization environment
14 h = opti.variable(init_guess=np.ones(N), lower_bound=1e-6) # Beam thickness [m]
15 I = (1 / 12) * b * h ** 3 # Bending moment of inertia [m^4]
16

17 V = np.ones(N) * (-tip_load) # Shear force [N]
18 M = opti.variable(init_guess=np.zeros(N)) # Moment [N*m]
19 th = opti.variable(init_guess=np.zeros(N)) # Slope [rad]
20 w = opti.variable(init_guess=np.zeros(N)) # Displacement [m]
21

22 opti.subject_to([ # Governing equations
23 np.diff(M) == np.trapz(V) * np.diff(x),
24 np.diff(th) == np.trapz(M / (E * I), modify_endpoints=True) * np.diff(x),
25 np.diff(w) == np.trapz(th) * np.diff(x),
26 ])
27 opti.subject_to([ # Boundary conditions
28 M[-1] == 0,
29 th[0] == 0,
30 w[0] == 0,
31 ])
32 opti.subject_to(np.mean(h * b) <= volume / L) # Volume constraint
33 opti.minimize(w[-1]) # Objective: minimize tip deflection
34 sol = opti.solve()
35 print(sol(h)) # Gives the optimized beam thickness

Listing 1: AeroSandbox implementation of the beam shape optimization problem. Written in Python.
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3.4 Syntax, Workflow, and Code Style Considerations

In order for the automatic code tracing technique to be adopted, it must be made as low-friction as

possible – ideally invisible to the end user. This section discusses some strategies and requirements to

achieve this, using the AeroSandbox framework as a case study.

3.4.1 Implications of Code Transformations on Coding Syntax

The main requirement for code transformations, traceability, requires that user code to be built on top

of a custom numerics library such that functions can be intercepted. To minimize the syntax burden

associated with this library, one possible strategy is to design the library to closely resemble the syntax of

an existing commonnumerical computing library, such asNumPy [125]. In fact, one can even implement

a direct 1:1 drop-in replacement for this numerical library, which enormously reduces the learning curve

for the end user. The first major successful application of this strategy was with the advent of Autograd,

an automatic differentiation library byMaclaurin et al. [102].

Inspired by this, AeroSandbox takes a similar approach of mirroring a NumPy-like interface for

numerical operations, but with the added capability of tracing code execution. Access to this interface is

enabled by essentially hijacking the user’s NumPy import, which commonly occurs at the beginning of

a user-specified analysis; this is shown in Figure 3-9. Because many engineers already write analysis code

with NumPy syntax, writing new code and migrating existing analyses becomes much easier – in many

cases, the only required change is a single import statement.

import numpy as np import aerosandbox.numpy as np
becomes

Figure 3-9: Standard import of theAeroSandbox numerics stack, which acts as a drop-in replacement for
the user’s NumPy code. Figure reproduced from Sharpe [1].
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In recent years, there has beengrowingmomentum in thePython scientific computing community to

develop a unified “array API” standard, to greatly expand interoperability and extensibility of numerical

libraries [145]. This standard, which is being jointly developed by a consortium of developers represent-

ing various popular numerics libraries16, aims to provide a common interface for numerical operations

that can be implemented by any array library. If this standardization effort is successful, itmay be possible

within the next few years to hook into numerical function calls without replacing the imported library,

making the end-user experience even more seamless.

When implementing a specialized array library such as the one illustrated in Figure 3-9, each function

must be overwritten to allow for tracing. This can place a substantial burden on the framework developer,

both in the initial development phase but also in terms of ongoing maintenance as the syntax of the

mirrored library changes. Because of this, selecting the appropriate “attack surface” of numerical

functions is crucial: too small, and the user’s ability to express their design problem is limited; too

large, and the framework developer is overwhelmedwithmaintenance tasks. To balance these competing

tradeoffs, theAeroSandboxnumerics library aims to recreate a carefully-chosen subset of commonly-used

NumPy and SciPy functions, including:

• Array operations (initialization, indexing, concatenation, stacking, reshaping, etc.)

• Elementary functions (arithmetic, trigonometry, special functions, etc.)

• Conditionals and boolean logic17

• Linear algebra

◦ Einstein-summation operations (matrix products, dot products, outer products, etc.)
16such as NumPy, PyTorch, Tensorflow, JAX, and others
17A particularly useful inclusion is the NumPy where() function, which allows element-wise conditional assignment.

Note that the framework does not explicitly enforce C1-continuity of the user’s code across conditional boundaries, but
attempting to optimize while using C1-discontinous functions will often cause convergence issues. Further discussion is
given in prior work by Sharpe [1].
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◦ Vector and matrix norms

◦ Linear solves, Moore-Penrose pseudoinverses

◦ Various factorizations (e.g., eigenvalue decomposition)

• Various common utility functions (e.g., linspace())

• Interpolation, includingN-dimensional and higher-order variants, and both gridded and scattered

methods

• Higher-order discrete numerical differentiation (i.e., gradient reconstruction, for ODEs and

PDEs)

• Higher-order numerical integration andquadrature, in both continuous anddiscrete variants (e.g.,

acting on either functions or sampled data)

• Coordinate transformations and rotations

• Surrogate modeling and regression tools (e.g., curve fitting tools, kriging, neural network activa-

tion functions, orthogonal polynomial families, etc.)

In the author’s experience, this subset of functions is sufficient to express awide variety of engineering

design problems, and is a good starting point for a general-purpose engineering design optimization

framework. However, the exact choice of functions to include will depend on the specific application

domain of the framework.

The author’s priorMaster’s thesis [1] further discusses these syntax-related choices and tradeoffs that

should be considered when developing an MDO framework, using examples from the development of

AeroSandbox.
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3.4.2 Implications of Code Transformations on Coding Style

Another relevant consideration in the development of a numerical framework that allows for code

transformations is the coding style that is encouraged by the paradigm. This section will discuss the

tradeoffs of various styles in computer science terms– for amore concrete, aerospace engineering example

of this in practice, see Section 3.4.3.

In general, it ismuch easier towrite a traceable numerics stack if one can guarantee that the user’s code

follows a functional programming style, which avoids side effects andmutable state (collectively called “in-

place operations”, since they modify an array without allocating a new memory register) [102, 103, 115].

This is because it the most natural way to store intermediate values of a computational graph during

evaluation is by directly attaching them to graph nodes. If the executed code uses in-place mutation,

then different nodes in the graph may point to the same array – in other words, the same memory

location. (An example of this is a pair of nodes that occur immediately before and after an indexed array

assignment). This leads to a overwriting of intermediate values during execution. Unfortunately, many

code transformations rely on accessing these intermediate values – for example, reverse-mode automatic

differentiation requires these values to evaluate adjoint operators during the backward pass.

To address this, some early numerics libraries that support dynamic tracing, like Autograd [102, 115],

simply forbid mutable state in user code – a functional programming style is required. PyTorch takes a

similar approach, though a bit less severe: although the developers heavily discourage in-place operations,

PyTorch still makes an attempt to handle them by attaching a “version counter” to each array that is

incremented uponmutation [117]. This approach does not work in a fair number of cases18, but it allows

18An example of this is when the array is externally-referenced both before and after mutation, and both version
remain independently in-scope at gradient computation time. This makes memory duplication unavoidable and requires
a computational graph rewrite.
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PyTorch to support limited mutation in user code. Critically, in cases where this is not possible, the

counter system allows PyTorch to alert the user, rather than silently producing incorrect results.

On the other hand, other tracing-compatible numerics librariesmake an attempt towork around this

limitation syntactically, which can allow the use of other coding styles (to varying degrees). For example,

while JAX [103] does not directly support in-place operations, it does offer the user alternative syntax that

can be used to replace in-place array element assignments with functional-style array transformations19.

The CasADi numerics library implements an particularly sophisticated approach that completely

allows for in-place mutation; to the best of the author’s knowledge, this is the only Python-based

automatic differentiation library20 that achieves this. This is done by completely decoupling the tracing

and evaluation of the computational graph, with two independent “register-based virtual machines” that

separately store the traced graph and the executed graph. As described by Andersson et al. [127]:

“The creation of [an executable expression] in CasADi essentially amounts to topological

sorting the expression graph, turning the directed acyclic graph (DAG) into an algorithm

that can be evaluated. Unlike traditional tools for AD…, there is no relation between the

order in which expressions were created (i.e., a tracing step) and the order in which they

appear in the sorted algorithm.”

This solves the problem of intermediate value preservation at its root, since during evaluation, these

numerical values are no longer directly attached to graph nodes, but instead stored in a separate memory

register (possibly, with different graph topology than the initial computational graph). To the end user,

the net result is that they can write code in a procedural style, with in-place operations, and still have it
19For example, in JAX, the in-place code x[0] = 5 can be roughly replaced by the functional code x_new =

x.at[0].set(5). This places some burden of understanding mutability on the end-user, but in most cases it at least allows
some workaround to be performed here.

20among those that support both forward- and reverse-mode automatic differentiation
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be traced and differentiated. This is one of the main reasons why AeroSandbox makes the framework-

level design decision to default to a CasADi-based numerical backend: it gives the user flexibility to write

mutating code.

3.4.3 Coding Styles and the Engineering Design Workflow

We contend that lifting this restriction on only using functional coding styles offers significant usability

advantages for engineering design applications. This stems from a belief that the natural workflow of

engineers often leads to procedural coding styles, where the bulk of the logic is expressed as a sequence of

(possibly stateful) instructions, rather than within the stricter confines of pure functions. To put it more

colloquially, engineers tend to write their analyses into things that look more like scripts or spreadsheets,

and less like libraries. To illustrate why this procedural coding style is popular in engineering practice,

consider a representative hypothetical example of how an industry engineer might arrive at the decision

to use a design optimization framework:

1. When an engineer initially embarks on a new development effort, the first computational task that

an engineer will usually perform is a quick back-of-the-envelope forward analysis to develop some

intuition: “Assuming some order-of-magnitude-reasonable design, what information do I need to

make a reasonable estimate about its performance?” Here, the goal is not to optimize the design

but rather to start understanding the basic problem physics and design drivers.

For example, suppose an engineer wants to perform basic wing sizing. An initial forward analysis

could be phrased as: assume a representative wing, and estimate its lift and drag using basic

aerodynamic theory. The assumed wing might look something like Figure 3-10. In code, this

might look like Listing 2.
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Figure 3-10: An example of an initially-assumed problem geometry for a wing sizing analysis.

1 import numpy as np
2

3 kinematic_viscosity = 1.461e-5 # air, at 20 C [m^2/s]
4 airspeed = 10 # [m/s]
5 alpha = 3 # Angle of attack [deg]
6 chord = 1 # [m]
7 span = 5 # [m]
8

9 CL = (2 * np.pi) * np.radians(alpha) # Lift coeff., based on thin airfoil theory
10

11 Re = airspeed * chord / kinematic_viscosity # Reynolds number [-]
12 CD_p = 1.328 / np.sqrt(Re) # Profile drag coeff., based on Blasius BL
13

14 AR = span / chord # Aspect ratio [-]
15 CD_i = CL ** 2 / (np.pi * AR) # Induced drag coeff., based on theory
16

17 CD = CD_p + CD_i # Total drag coefficient
18

19 print(CL / CD) # Result: 38.7

Listing 2: Example of a simple forward analysis script to estimate the aerodynamic performance of an
untapered, unswept, untwisted, planar wing using napkin-math-level theory.

2. So far, one could argue that the code in Listing 2 could be considered both procedural and

functional, because despite the single-level scope of the analysis, it is stateless and non-mutating.

However, considerwhat happenswhen the engineerwants to build on top of this analysis and start
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asking natural next-step questions. For example, “What is theminimum-dragwing that is possible,

if the geometry and angle of attack are varied?”, and “Howdoes the resulting design need to change

if an implicit lift-equals-weight closure is enforced, with some assumed wing weight model?”

In frameworks that require a functional style, we would need to rewrite the script with several

major changes. First, the problem would need to be structured as a single top-level function

wrapper that takes in all variables and returns all constraints and the objective21. Secondly,

as a practical matter, all disciplinary analyses would need to be rewritten as standalone pure

functions. (This makes little difference in this simple example, but in more complex MDO

problems with hundreds of interacting models, this creates an enormous amount of boilerplate

code and obfuscates design intent.) An undesirable side effect of all of this added boilerplate code

is that it “locks in” the problem formulation – changing which quantities are variables, which are

constraints, and which are fixed parameters requires a substantial rewrite of the entire analysis.

Within frameworks that allowoptimization formulation in a procedural style, however, converting

this initial analysis into a design problembecomes far easier. Expressing this optimization problem

becomes a natural extension of the initial analysis, and this can be achieved without adding new

scopes. This minimizes the amount of boilerplate code required to initially formulate highly-

coupled design problems, because the user is not required to partition disciplines into separate

namespaces22.

To show this more concretely, Listing 3 gives an example of how a user might extend the initial

analysis fromListing 2 to a simple design optimization problem that answers these questions. This

21A code example of this, for the curious reader, is in the publically-available FBHALEMDO code. Here, a single top-level
master function takes in all variables and returns all constraints.

22Of course, as the design matures and the depth and complexity of a problem increases, separation of disciplines into
separate modules with defined interfaces becomes increasingly attractive. However, in the case of initial conceptual feasibility
analysis, a framework that mandates this separation often adds unnecessary overhead.
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listing uses syntax fromAeroSandbox, a design optimization framework that supports procedural

coding styles. In Listing 3, the lines of code that differ from the original code of Listing 2 are

highlighted, which shows the minimal change in overall code structure. Notably, new variables

and constraints are simply “tagged” during the problem specification, rather than requiring a

functional-style rewrite of the entire analysis. Even an implicit constraint (the lift-weight closure)

can be expressed in a single line of code, without pulling out the evaluation of this constraint into

a separate function.
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1 import aerosandbox as asb
2 import aerosandbox.numpy as np # Patches in the AeroSandbox numerics stack
3

4 opti = asb.Opti() # Start an optimization environment
5

6 kinematic_viscosity = 1.461e-5 # at 20 C [m^2/s]
7

8 airspeed = 10 # [m/s]
9 alpha = opti.variable(init_guess=3) # Angle of attack [deg]

10

11 chord = opti.variable(init_guess=1, lower_bound=0) # [m]
12 span = opti.variable(init_guess=5, lower_bound=0) # [m]
13

14 CL = (2 * np.pi) * np.radians(alpha) # Lift coeff., based on thin airfoil theory
15

16 Re = airspeed * chord / kinematic_viscosity # Reynolds number [-]
17 CD_p = 1.328 / np.sqrt(Re) # Profile drag coeff., based on Blasius BL
18

19 AR = span / chord # Aspect ratio [-]
20 CD_i = CL ** 2 / (np.pi * AR) # Induced drag coeff., based on theory
21

22 CD = CD_p + CD_i # Total drag coefficient
23

24 lift = 0.5 * 1.225 * airspeed ** 2 * CL * chord * span # Lift force [N]
25 weight = (1 + chord * span ** 2) * 9.81 # A simple hypothetical weight model [N]
26 opti.subject_to(lift == weight) # Implicit L=W constraint
27

28 opti.minimize(CD) # Objective function
29 sol = opti.solve() # Solves the problem
30

31 print(sol(CL / CD)) # Result: 115.2

Listing 3: Example of a simple design optimization problem to find the minimum-drag wing, starting
from the initial analysis in Listing 2. Highlighted lines show elements added or modified from the initial
analysis.

The ability to support these inline definitions of optimization problem elements makes it much

easier to rapidly “turn the problem around” and change the problem formulation between the

forward problem (analysis) and the inverse problem (optimization). For example, changing the

problem parameterization (i.e., which variables is the optimizer free to modify, and which are
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frozen to assumed constants) typically requires significant rewriting in a functional problem

formulation, but in a procedural one this becomes a seamless one-line code change. This becomes

especially apparent in large-scaleMDOproblems, where restricting the user to a functional coding

style forces them to be much more careful with sequencing the analysis order to maximize feed-

forward information flow23.

Based on this example, we contend that optimization applications to engineering design benefit

strongly from a framework that allows for a procedural coding style – this tends to naturally mimic

the workflow of practicing engineers as they incrementally develop their problem from analysis into

optimization. An interesting observation is that this contrasts against the needs of other applications

of traceable numerics frameworks, like machine learning. For example, Autograd developer Maclaurin

[115] states that “Our experience using Autograd has been that a functional style is a natural fit for

the sorts of modeling and inference problems we like to solve in machine learning, and it rarely feels

burdensome.” This makes sense, because machine learning workflows tend to involve relatively simple

computational graphs that are data-heavy but operator-light24, while engineering workflows tend to use

computational graphs that are data-light but operator-heavy. (This canbe seen in the example engineering

computational graph of Figure 3-1.) This highlights that, although engineering design optimization has

benefited heavily frommachine learning advances in the past decade, there are some fundamental reasons

why tools developed for machine learning are often not perfectly suited for direct use in engineering

design optimization, and therefore frameworks designed with this purpose in mind are advantageous

[113].
23because functional coding forces much more partitioning into separate scopes, and required information needs to be

“piped around” to the appropriate scope level
24Consider that amulti-layer perceptronmay consist ofmillions of parameters, but the forward pass can still be expressed in

a dozen or so large kernel operators in code –machine learning code is typically highly vectorized. By contrast, an engineering
MDO tool may have hundreds of empirical curve-fit-style models, leading to much more complex computational graphs and
information flow.
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3.4.4 Miscellaneous Considerations

A final relevant choice that any engineering design framework needs to consider is how to handle units

in dimensional quantities, if at all. This is particularly interesting in the context of code transformations,

because standard ways of handling units essentially “box” all dimensional quantities within a specialized

data structure that contains both the numerical value and the associated unit25. Predictably, this can

cause problems when tracing, since it forces expressions to use (and expect) specific data types – the units

container. Because of this, passing a dynamic tracer object through the user analysis may not be possible,

as functions are no longer type-agnostic. Hence, adding a required units system to anMDO framework

often fundamentally-precludes strategies that rely on code transformations.

Even if this traceability issue is fixed, boxing all quantities in units objects also incurs significant

performance penalties – regardless of whether code transformations are used. It is not uncommon to see

order-of-magnitude slowdowns in engineering code that attempts to directly embed units. This ismostly

due to two reasons. First, it forces functions to do type-checking and units propagation (essentially,

a symbolic algebra step) on every operation, which is a significant overhead in operator-heavy code26.

Secondly, this units-container data structure forces numerical data to be stored on the memory heap,

rather than the stack (where intermediate arrays would normally be stored), which is slower due to the

increased memory access latency. This problem becomes even worse if the user wishes to perform any

hardware acceleration (e.g., GPU computing) or , since the container must be packed and unpacked at

each operation.

Because of these reasons, even though explicitly storing units in engineering analyses and MDO

25For example, see the Pint package in Python [146], or Unitful.jl in Julia [147].
26An interesting analogy is that this is slow for the same reason that type-unstable numerical code (e.g., most Python code,

where the heavy lifting is done in Python, like direct looping) is slower than type-stable code (e.g., code in any static language,
like C++ or Fortran).

113



frameworks may initially seem attractive, it usually results in significant headaches down the line. Of

course, it is still useful to have some strategy for preventing potentially-costly unit misunderstandings.

Over the years, several strategies have emerged that, in the author’s opinion, are superior to the direct

unit-boxing approach:

One possible existing strategy is aggressive non-dimensionalization, where all user inputs and outputs

are either expressed in nondimensional quantities, or (in cases where this is not possible) immediately

nondimensionalized after input. This is a particularly common strategy in aerodynamics codes, as seen

in codes like AVL [148], SU2 [149], Flow360, and others. However, while this strategy works well within

a single tightly-scoped analysis, is not necessarily scalable for large multidisciplinary problems. In these

large MDO codes, attempting to pass around a set of global reference quantities to all analyses quickly

becomes unwieldy, so global nondimensionalization is not a practical solution.

An alternative strategy, and the one used by AeroSandbox, is simply to establish a convention that all

variables are in base units from some globally-used coherent27 units system, or derived units thereof. The

most obvious such coherent system is SI, but others (e.g., foot-pound-second, using slugs for mass) are

also feasible. AeroSandbox assumes an SI system, and hence all variables are in base or derived quantities

(e.g., m, kg, sec, N, m/s, J, Pa, etc.). Regardless of the system chosen, coherence allows all derived units

to be implemented without any scaling factors or unit wrappers, which improves both readability and

computational performance.

In this strategy, unit interpretation can be facilitated by clear, interpretable variable names that make

the expected dimensions of a given quantity unambiguous to the user; in the age of autocomplete in

modern code editors, this requires minimal effort. In cases where long-standing industry convention is

27I.e., a system of units that involves no internal conversion factors; all derived units are products of powers of base units,
with no scaling factors.
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to use non-coherent units, this can easily be handled by an explicit indicative suffix. For example:

• battery_capacity→ Joules

• battery_capacity_kilowatt_hours→ kilowatt-hours

• aircraft_endurance→ seconds

• aircraft_endurance_hours→ hours

A consequence of this strategy is that quantities may differ in numerical value by many orders of

magnitude; an elastic modulus may be on the order of 1011 Pa, while a wing skin thickness may be on

the order of 10−3 m. Many years ago, when single-precision floating-point arithmetic was the norm, this

could cause numerical issues due to the limited dynamic range of the data type. However, with the advent

of double-precision floating-point arithmetic as the standard, this is nearly never an issue in practice. One

could also be reasonably concerned that this scaling difference could cause optimization difficulties28;

however, with the automatic scaling performedwithAeroSandbox, all quantities are brought to a similar

order of magnitude before the problem is passed to the optimizer, and this is not an issue.

Because of these considerations, the author recommends that code-transformation-based MDO

frameworks avoid explicitly embedding units in the code via unit-boxing strategies, and instead rely on

a coherent units system and clear variable naming conventions to prevent unit misunderstandings. This

strategy is both more performant and more flexible, and industrial users of AeroSandbox have generally

reported that this approach is intuitive and easy to adopt.

28because, althoughmost second-order gradient-basedoptimziation algorithms aremathematically scale-invariant, thepoor
condition number of the Hessian (or Hessian approximation) could make for inaccurate steps
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3.5 Computational Reproducibility

Source code, installation instructions, documentation, and walkthrough tutorials for the AeroSandbox

framework are available at https://github.com/peterdsharpe/AeroSandbox. All materials are

released under the MIT License, which allows broad permissions on how the software can be used.

The framework is also available on the Python Package Index (PyPI) as the package aerosandbox; to

install, use the commandpip install aerosandbox[full], where the[full] suffixcauses optional

dependencies to be installed as well. For users less familiar with the Python packaging ecosystem, a step-

by-step walkthrough of the installation process can be found in the appendix of prior work by Sharpe

[1].
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Chapter 4
Aircraft Design Case Studies and Framework

Capabilities

As indicated inTable 3.1, themain benefit of the code transformations paradigmproposed inChapter 3 is

to achieve runtime performance comparable to specializedmethods 1, but without sacrificing ease-of-use

1such as analytic-gradients methods or disciplined optimization methods
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and mathematical flexibility. Chapter 3 also introduces AeroSandbox, a proof-of-concept framework

built on this paradigm.

In this chapter, we take the next step of demonstrating that AeroSandbox enables rapid and useful

design capabilities on problems of practical interest. To achieve this, a series of aircraft design case studies

using AeroSandbox are presented, as these provide fruitful examples for discussion. Many of these case

studies are inextricably linked to the research process through which the AeroSandbox framework itself

was developed. AeroSandbox was developed using an iterative “spiral development process”, as depicted

in Figure 4-1. In short, at every step of the framework development process, a symbiotic bidirectional

relationship between the framework and the case studies wasmaintained, with the goal of simultaneously

asking and answering two questions:

1. Framework-to-problem: Using the capabilities of this design framework, how can we improve

this specific engineering system and gain practical insight into the design space at hand?

2. Problem-to-framework: Based on the experience of performing this applied case study, what

broadly-applicable user needs and workflows can we identify, and how can we improve our design

framework accordingly?
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Figure 4-1: The iterative spiral development process used to develop AeroSandbox, where applied use
and framework development are intertwined. The aircraft in the figure is a visualization output using
theAeroSandbox geometry stack, and depicts the hydrogen-fueled aircraft from the case study of Section
4.4.

The process of iterating through this loop over several case studies resulted in framework changes

that improved capabilities and ease-of-use. This chapter presents a few vignettes of these various case

studies that were used to develop AeroSandbox. It is important to emphasize that, although the aircraft

design case studies presented in this chapter are fascinating real-world problems, the main intended

intellectual contribution of this portion of the thesis is not the design of these specific aircraft (or

even the example framework itself2). Instead, the deeper goal is to introduce a principled paradigm for

building engineering design optimization frameworks. Because of this, complete detailed enumeration

of all modeling assumptions for specific problems is omitted in this chapter for brevity; however, both

2MDO frameworks naturally come and go over the years as new opportunities in scientific computing and programming
languages emerge. It is not the author’s intent or expectation that AeroSandbox be the “end-all” framework for aircraft design.
Rather, it is a proof-of-concept implementation that aims to demonstrate the potential utility of one possible framework
approach for readers interested in building a future framework.
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references to literature discussing these details and links to the raw source code itself are provided formost

case studies, for the interested reader.

4.1 Simple Aircraft Design Problem

This section includes content adapted from the author’s prior publication [1].

A first simple aircraft design problem, called SimpleAC, is included here to show what design code

might look like in code transformations framework at the early stages of conceptual aircraft sizing. At

this “napkin-math” stage, the main analyses (e.g., aerodynamics, structures, propulsion) can be cleanly

expressed in simple analytical expressions, and the optimizer fulfills the role of closing the sizing loop.

Because of this, this problem is simple enough to include both the complete problem statement and the

complete solution code directly here, which is useful for readers interested in observing the mapping

between these. This design problem itself was proposed by Hoburg [150] and is reproduced (with slight

modifications) by both Ozturk [151] and Kirschen [83]. It is restated here in full form:

Simple Aircraft (SimpleAC)

minimize
A, S, V,W,CL,Wf , Vf, fuse

Wf

subject to W ≥ W0 +Ww +Wf ,

W0 +Ww +
1

2
Wf ≤ Lcruise,

W ≤ Ltakeoff,

Wf ≥ TSFC · tflight ·D,

Vf, wing + Vf, fuse ≥ Vf

(4.1)
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where: D = Cruise drag

A = Wing aspect ratio (here, the wing is assumed to be rectangular)

S = Wing area

V = Cruise airspeed

W = Total weight

CL = Cruise lift coefficient

Wf = Fuel weight

Vf, fuse = Volume of fuel in fuselage

We are also given the following physics models:

• The chord c =
√
S/A, from geometric relations.

• The dragD = 1
2
ρV 2CDS

• The drag coefficientCD = CDA0

S
+ kCf

Swet
S

+
C2

L

πAe

◦ Cf = 0.074·Re−0.2, the Schlichting turbulent flat plate boundary layermodel

◦ Re = ρV c
µ

• The cruise lift Lcruise =
1
2
ρV 2CLS

• The takeoff lift Ltakeoff =
1
2
ρV 2

minCL,maxS

• The wing weightWwing = Ww, structural +Ww, surface

◦ Ww, structural = Ww, c1 · NA1.5
√
W0WS

τ

◦ Ww, surface = Ww, c2 · S

• The aircraft’s endurance tflight = Range/V

• The fuselage drag area scales with fuel volume as CDA0 = Vf, fuse/(10m)

121



• The total fuel volume Vf =
Wf

gρf

• The fuel volume in the wing Vf, wing = 0.03S1.5
A

−0.5τ

where: g = 9.81m/s2, Earth gravity.

ρf = 817 kg/m3, the density of fuel.

Range = 1000 km, the aircraft mission range.

TSFC = 0.6 h−1 = 1.67× 10−4 s−1, the thrust-specific fuel consumption.

k = 1.17, the form factor.

e = 0.92, the Oswald efficiency factora.

µ = 1.775× 10−5 kgm−1 s−1, the sea-level dynamic viscosity of air.

ρ = 1.23 kg/m3, the sea-level density of air.

τ = 0.12, the airfoil thickness-to-chord ratio.

N = 3.3, the ultimate load factor.

Vmin = 25m/s, the takeoff airspeed.

CL,max = 1.6, the takeoff lift coefficient.

Swet/S = 2.075, the wetted area ratio.

W0 = 6250N, the aircraft weight excluding the wing and fuel.

Ww, c1 = 2× 10−5 m−1, a wing weight coefficient.

Ww, c2 = 60 Pa, another wing weight coefficient.
aThis Oswald efficiency assumption is markedly higher than what would be realistically achievable, but it

is reproduced from previous references to facilitate comparison [83, 150, 151].

This design problem can be translated from the formulation above into the solution code, which is

given in Appendix C.2. Notably, the code of this problem is essentially a 1:1 translation of the problem

statement into Python code, with almost zero additional boilerplate code required to set up this problem
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beyond the raw physics models and constants definitions. In fact, the code version of this problem is

actually shorter on-the-page than the natural-language problem statement itself. This conciseness is a

good approximate measure of the framework’s usability, since it allows the user to focus on the problem

physics andmathematical formulation, rather than the numerical mechanics of the optimization process.

The code given in Appendix C.2 converges to a solution in 14 iterations, with a median runtime3

of 18 milliseconds. This is effectively-instantaneous for a human user, and this speed combined with

the conciseness of the code gives the user great flexibility to explore the design space. The results of this

AeroSandbox solve are shown in Table 4.1, and are consistent with the results of Ozturk [134].

Table 4.1: Solution of SimpleAC (Eq. 4.1), found with AeroSandbox.

Figure of Merit Optimal Value

Fuel weightWf 937.8N

Aspect ratioA 12.10

Wing area S 14.15m2

Cruise airspeed V 57.11m/s

All-up weightW 8, 705N

Cruise lift coefficientCL 0.2901

Fuel volume in fuselage Vf, fuse 0.0619m3

3Measured on a laptop a Ryzen 7 5800HCPU.Measures end-to-end wall-clock runtime, including problem formulation
(i.e., tracing, in Python), optimization (via IPOPT, in C++), and function evaluation (i.e., on the CasADi VM, in C++).
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4.2 MIT Firefly Micro-UAV

4.2.1 Vehicle Overview

One of the first aircraft design case studies used to develop AeroSandbox was theMIT Firefly, a small

tube-stowed, rocket-propelled, transonic micro-UAV. The concept of operations of this air vehicle is

summarized in Figure 4-2. Firefly is designed to be deployed in-flight from a host aircraft, launching

from a small standardized canister. This requires that the aircraft fit within a 70 × 70 × 480 mm box

in its stowed configuration, but the requirements admit the option of unfolding the vehicle into a flight

configuration immediately after launch. After launch, the air vehicle is required to maintain an airspeed

of at leastMach 0.8 for at least 60 seconds, without loss of altitude; this is termed the “dash phase”. After

the dash phase, the vehicle continues to fly in a “glide phase” until it runs out of both propulsive energy

and altitude, at which point it performs a controlled crash landing. During this glide phase, there are

no airspeed or other trajectory restrictions. The objective of the vehicle design is to maximize the total

mission range, including both the dash and glide phases.
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1. Folded size ≤ 70 x 70 x 480 mm
2. Air-deployed, with launch at:

• Mach 0.80
• Altitude: 30,000 ft

3. Maintain M0.80 for 60 seconds
4. Maximize total range

Drop

Unfold and stabilize

Ignite rocket

Powered flight
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Disposal
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Figure 4-2: Concept of operations for theMITFireflyUAV, adapted fromVernacchia [11]. CAD renders
prepared by Julia Gaubatz [12]. F/A-18 image reproduced fromMcDonnell Douglas.

As explained by Vernacchia [11], Firefly aims to fill a previously-unexplored “small and fast gap” in

the aircraft design space, with sustained cruise speeds of Mach 0.8 and a gross weight of 2.2 kg4.

4For comparison: most air vehicles at this size scale are propeller-driven and fly at roughly Mach 0.2 or less. Most air
vehicles capable of this sustained speed have gross weights at least an order of magnitude larger.
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Payload

Servos
Figure 4-3: Cutout-view ofMITFirefly, showing various unique features. CAD render prepared by Julia
Gaubatz [12].

Before even beginning the computational design process, we can observe some high-level design

drivers from first principles. First, the vehicle is relatively insensitive to mass, which contrasts strongly

with most aircraft design problems. This is because of a few reasons:

• The vehicle is air-launched at the dash speed and altitude, which means that no additional

propulsive energy need be expended to reach this state. Although someof this initial kinetic energy

is lost to drag during the initial stabilization transient upon deployment5, this is a relatively minor

effect.

• During the dash phase, the freestream dynamic pressure is extremely high relative to the vehicle’s

projected area. In fact, were it not for the glide phase, the folding wing shown in Figure 4-2 could

be discarded, and body lift alone would be easily produce sufficient aerodynamic lift. Because of

5and added mass tends to increase the moments of inertia, which slows down the short-period flight dynamics mode
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where this vehicle operates on the drag polar during the dash phase, the drag force is relatively

insensitive to lift, and hence, vehicle weight.

• During the glide phase, the vehicle can be trimmed to any preferred airspeed, and naturally, the

range-maximizing trajectory will have the aircraft fly at the best-glide speed. The glide ratio is

essentially invariant to vehicle mass6, so the range is also relatively insensitive to vehicle weight.

Because of this insensitivity tomass and the focus on total range, one canpredict that themajor design

drivers for Firefly should essentially distill into the following:

• To maximize range during the dash phase: a) pack as much useful propulsive energy into the

specified volume as possible, such that this dash phase can be sustained as long as possible and

b) reduce drag, even at the expense of lift.

• To maximize range during the glide phase: achieve the highest L/D ratio possible.

This first-principles design driver calling for the highest-possible volumetric energy storage naturally

leads to hydrocarbon fuels7. To achieve reasonable propulsive efficiency at Mach 0.8, the practical

propulsion architectures are either a turbine engine or a rocket engine (which may be solid, liquid, or

hybrid); tradeoffs are discussed byVernacchia [11]. In short, a solid rocket engine requires far less “volume

overhead” to be spent on the engine itself than any other option, especially at this size scale8. This allows

the most possible volume to be spent on energy-rich propellant.

These design drivers also allow one to easily foresee that volume allocations will come at a premium

when designing Firefly: expanding the volume available for propellant will inevitably result in fuselage

6barring some slight Reynolds number effects due to best-glide speed change, which are higher-order effects.
7as opposed to electric batteries
8Though first-principles physics favor a solid rocket, implementing this comes with some challenges. A particularly

interesting one is how to slow down the burn such that the total impulse can be spread across a long enough duration.
Vernacchia [11] andMathesius [110, 152] explore a mix of clever chemical and physical strategies to achieve this.
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shapes that generate more wave drag at the Mach 0.8 dash condition9. This sets the stage for an

interesting multidisciplinary design optimization problem, where these coupled relationships can be

explored further.

4.2.2 Aircraft Design Problem Formulation

The design of Firefly is formulated as a combined vehicle-and-trajectory optimization problem, as these

two are inextricably linked. The trajectory is represented via a predetermined number of discrete points

in time (roughlyN = 200), which are connected via a direct collocation method10. This is depicted in

Figure 4-4.

Because the flight physics fundamentally change between dash and glide phases (as the rocket

motor no longer produces thrust after this point, and some aerodynamic changes regarding base drag

occur), Firefly is inherently a multi-phase dynamics problem. Accordingly, the discretized dynamics are

partitioned into twophases. Critically, tomaintainC1-continuity (and hence, optimization friendliness),

we employ a strategy that we call stretchy time that ensures that any given discretization node never crosses

this phase boundary, as this would cause a discontinuous change in the problem physics. In this strategy,

the time values corresponding to phase transitions (e.g., when rocket motor burnout occurs; when the

vehicle contacts the ground and terminates the mission) are free variables in the optimization problem.

In contrast, the time values corresponding to intermediate points have their relative spacing within a

phase fixed a priori. (In this case, this is done with “cosine-spaced”, also called Chebyshev node, relative

positions in time.) Points in time that fall exactly on a phase boundary are included in both phases, with

a zero-time-difference collocation constraint that stitches the two phases together; this adds a few degrees

9because these higher-volume shapes are blunter, and hence cause a deeper low-pressure spike resulting in stronger shock
formation

10A introduction to the math representing the dynamics here is given by Kelly [153].
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of freedom but greatly simplifies indexing.

Figure 4-4: “Stretchy time” time discretization strategy used for the MIT Firefly MDO problem and
other multi-phase combined-vehicle-and-dynamics optimization problems.

The physics formulation of the optimization problem can be summarized as follows:

MIT Firefly MDO Problem Formulation

• Objective Function: Maximize the total mission range, defined as the sum of the

dash and glide phases.

• Design Variables (in total, 3,910 variables):

◦ A series of trajectory design variables, including downrange distance, altitude,

airspeed, flight path angle, and angle of attack. Note that this parameterization

a) is two-dimensional, representing the trajectory in range-altitude space and

b) makes a quasi-steady assumptiona, which essentially assumes that the short-

period mode is much faster than the meaningful trajectory dynamicsb. This

quasi-steady assumption does not, however, assume that the vehicle is in force
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equilibrium at each time point; the “raw input” of the control algorithm can

be thought of as the angle of attack.

◦ Various other time-dependent variables, such as the control surface deflections,

instantaneous fuel mass, chamber pressure, and nozzle exit pressure. These

variables dynamically change vehicle mass properties (and hence stability and

control) as well as propulsion performance (e.g., specific impulse), causing

both to vary at each discrete time point that is analyzed.

◦ The vehicle design itself, which includes:

* Geometric shape variables. The wing and tail geometries are param-

eterized by a collection of planform variables; airfoils were optimized

separately, as the integrated high-dimensional airfoil shape optimization

capabilities described in Chapter 7 were not yet developed at the time of

this study. The general fuselage shape topology was fixed a priori based

on manufacturing considerations detailed by Vernacchia [11], consisting

of an ellipsoidal nose, a cylindrical midsection, and a conical boattailc.

Various dimensions of this fuselage were allowed to vary, such as the

fineness ratio of the nose (which has important wave drag implications)

and the angle of the boattail. The relative position and incidence of all

lifting surfaces was also left free.

* Propulsiondesign variables. These include both chemistry considerations

(e.g., the mass fraction of oxamide, a burn rate suppressant) as well as

physical parameters (e.g., throat diameter, expansion ratio, ablative liner
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thicknesses)

* Variables giving a detailed component-wise weight and volume break-

downs of the aircraft, which allows satisfaction of implicit structural

analysismodels, aswell asmass propertiesmodeling. This approach allows

natural inclusion of components like ballast, which may be needed for

acceptable handling qualities.

Constraints (in total, 8,420 constraints), which are primarily drawn from six inter-

acting disciplinary analyses:

◦ Aerodynamics: a component-wise buildup of lift, drag, and moment using

AeroSandbox’s AeroBuildup model, detailed in Section 5.3.

◦ Stability & Control: a linearized flight dynamics modal analysis, which uses

stability derivatives computed by directly differentiating the aerodynamics

model and constrains the spectral characteristics of the short-period, Dutch

roll, and spiral mode dynamics.

◦ Structures & Mass Properties: weight closure and structural analysis using

first-order models, calibrated to test articles for as-built Firefly prototypes.

◦ Propulsion: A 1Dnozzle flow analysis (and in later versions, a detailed reacting

chemical kinetics model implemented by Mathesius [152]), which computes

the thrust and specific impulse of the rocket motor at each time point.

◦ Trajectory / Dynamics: A direct collocation method, which enforces the

equations of motion at each time point, as well as the boundary conditions
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at the start and end of each phase.

◦ Volume accounting / Packaging: A series of geometric constraints that ensure

that the vehicle fits within the specified stowage volumed, as well as that the

propellant grain fits within the pressure chamber.
ausing the definition fromDrela [154]
bEquivalent ways to state this are that we assume the vehicle an instantaneously trim to a desired angle of

attack, or that the nondimensionalized angular rates (e.g., p̄, q̄, r̄) are very small.
cOriginal versions of this problem allowed far more geometric degrees of freedom, such as non-circular

fuselages. Research in collaboration with Vernacchia [11] revealed that non-circular fuselages lead to unac-
ceptable solid rocket grain cracking due to the pressure chamber’s deformation under high pressure.

dA notable constraint is that the trailing edge of the main wing cannot be swept backwards for packaging
reasons, as the wing is a single rotating piece. A two-part jackknife wing (e.g., MIT Perdix [53]) was
considered, but we find that the propellant volume penalty of the added mechanisms thickness does not
outweigh the aerodynamic gain.

Because every analysis module used in this Firefly design problem is compatible with a code trans-

formations paradigm, formulating this as an “all-in-one” optimization problem within a simultaneous

analysis and design (SAND) architecture is straightforward [28, 142]. This overall MDO problem

architecture is loosely depicted in Figure 4-5, where most constraints are formulated implicitly. (This

contrasts with nested approaches to closure, which is shown in Figure A-1)
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Figure 4-5: Schematic of the simultaneous analysis and design (SAND) architecture used for the MIT
FireflyMDO problem.

The Firefly MDO problem is relatively high-dimensional, with 3,910 decision variables and 8,420

constraints, many of which are nonlinear and nonconvex. Evaluation of the problem constraints and

objective take the bulk of the runtime; in particular, the N = 200 workbook-style aerodynamic

analyses (one for each discrete point along the trajectory) performed at each iteration tend to be the

most computationally expensive elements. Nevertheless, using AeroSandbox with CasADi and IPOPT

backends, the problem converges to a solution in a wall-clock runtime of just 6.9 seconds on a laptop11.

Equally notable is the fact that this problem can be implemented using only 613 lines of Firefly-specific

11with a Ryzen 5800HCPU
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Python code, which is possible because many of the constituent analyses use general-purpose aerospace

physics models that are optionally provided by AeroSandbox. This speed and conciseness allows the user

to rapidly and interactively explore the design space, as well as to perform sensitivity analyses and trade

studies.

4.2.3 Results

The point results of the Firefly design optimization problem yields the vehicle design shown in the CAD

render of Figure 4-3. However, one of the first compelling framework-level observations that was made

during this case studywas how useful it is to be able to immediately visualize the aircraft geometry within

seconds of solving the optimizationproblem. Asquippedby aircraft designerBobLiebeck12, “you can tell

a lot about an airplane by whether it passes the TLAR: ‘That Looks About Right’ .” Therefore, this case

study was the motivation for building the AeroSandbox aircraft geometry stack, a code-transformations-

compatible library that allows for rapid visualization of new designs. The raw outputs of this geometry

stack are shown in Figure 4-6, and the resemblance between this initial OML render from AeroSandbox

and the final CAD render of Figure 4-3 is apparent.

12personal correspondence
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Figure 4-6: Raw user-facing output of the AeroSandbox geometry stack for the MIT Firefly UAV.

Internal volume and mass accounting of various components at the design point are shown in Table

4.2, with values that were later validated against as-built prototypes.

The resulting trajectory, which was simultaneously optimized with the vehicle, is shown in Figure

4-7. Here, a number of notable findings can be observed:

135



Table 4.2: Mass and volume accounting of various components of the MIT Firefly UAV, at the point
design resulting from the formulation given in Section 4.2.2. Mixed units are the result of preferences by
various project stakeholders.

Component Internal volume [in3]
(Percentage)

Mass [gram]
(Percentage of gross)

xg of CG, relative to
nose datum [mm]

Fuel (at gross) 38.8 (54.2%) 1019 (42.7%) 321
Battery 9.8 (13.7%) 322 (13.5%) 58
Case 7.9 (11.0%) 579 (24.2%) 230
Liner 5.7 (7.9%) 136 (5.7%) 321
Mechanisms 4.1 (5.8%) 20 (0.8%) 447
Payload 2.5 (3.5%) 100 (4.2%) 78
Avionics 2.1 (2.9%) 75 (3.1%) 100
Nozzle 0.7 (1.0%) 15 (0.6%) 447
Wing - 53 (2.2%) 188
Tails - 70 (2.9%) 436
Total (gross) 71.5 (100%) 2389 (100%) 248
Total (zero-fuel) 71.5 (100%) 1370 (57.3%) 195

1. The vehicle is capable of achieving far greater operational range than had been initially anticipated.

Initial hand-calculated estimates based on an assumed vehicle design and trajectory had estimated

that total ranges of 70 kilometers might be possible13, while the combined optimization result

yields ranges of over 230 kilometers.

2. This massive range increase is achieved partially by co-optimization of various aircraft subsystems,

like making aeropropulsive trades on the fuselage shape, which influences dash range. This was

expected, and is typical of the power of an MDO approach. However, the majority of the range

increase was due to the unique trajectory that the optimizer found, which is shown in Figure 4-7.

Here, the vehicle rapidly climbs to a very high altitude—well into the stratosphere—before gliding

down. This allows the vehicle to take advantage of two clever effects:

13As a rough napkin-math calculation, a 60-second dash at Mach 0.8, followed by a glide at a L/D of 7 (owing to the low
Reynolds number and assumed low-aspect-ratio wing) yields a range of 70 km.
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(a) The arcing trajectory effectively lets the vehicle use gravitational potential energy as a battery.

Because of this, the burn duration of the solid rocket motor can be much shorter for a

given impulse, as excess energy goes somewhere useful (i.e., altitude) rather than somewhere

wasteful (i.e., wave drag). By allowing a shorter burn, the propellant chemistry can be

tweaked to use less burn rate suppressant (oxamide), which increases the specific impulse

of the motor. This dynamics-propulsion coupling was not foreseen.

(b) By climbing high, the indicated airspeed of the vehicle ismuch lowerwhile holding theMach

0.8 constraint. This reduces the dash-phase drag penalty of having a large, high-aspect-ratio,

high-L/D wing. By increasing the wingspan, the glide-phase L/D becomes much larger,

which gives a large range increase. In addition to enhancing the glide ratio, climbing high

also simply increases the glide range directly. This inter-phase aerodynamic trade was also

unexpected.
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Figure 4-7: Trajectory that maximizes vehicle total range, resulting from the combined vehicle-and-
trajectory MDO problem formulation given in Section 4.2.2.

This trajectory, while unexpected, indeed satisfies requirements, and its discovery was only possible

through the use of a combined vehicle-and-trajectory optimization approach. This is a key benefit of the

code transformations paradigm: the ability to rapidly explore the design space and discover unexpected

interactions between subsystems.

4.2.4 Design Space Sweeps

As discussed further in Appendix B, the value of an engineering design optimization framework is not

just in the point design, but also in the insight that it provides. An early example of this observation
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was made during the Firefly design study, where the optimizer was used to explore the tradeoffs between

optimizing for total range (dash + glide) vs. optimizing for dash range alone. In AeroSandbox, this can

be easily performed, all without leaving a procedural coding style with the following syntax:

1. Replace the objective functionwith a simple linear combination of the total and dash ranges, with

a weighting factorw ∈ [0, 1]. Definew as an optimization parameter, using:

1 import aerosandbox as asb
2 opti = asb.Opti() # Initialize an optimization environment
3 ... # Define the rest of the optimization problem
4

5 w = opti.parameter()

2. Instead of solving the problem with opti.solve(), solve it with:

1 sols = opti.solve_sweep({w: np.linspace(0, 1)})

Using this syntax, the user can convert a point design optimization problem to a design sweep (i.e.,

looking at a set of optimal points, as some parameter is varied) in just two lines of code.

For this particular case study, the results of such a sweep are shown in Figure 4-8. Clearly, though

designs canbe optimizedpurely for total range or only for dash range, there aremanyopportunitieswhere

a small sacrifice in one can yield large gains in the other—this may be of interest to the practical designer.

Likewise, it shows how the vehicle resulting from the optimizer (in the lower-right) differs dramatically

from the original napkin-math “mental model” that was used for initial performance estimates. Because

this initial design did not use an arcing trajectory, the wing area (and hence, glide-phase L/D) was quite

limited.

Charts like these can be crucial in high-level conceptual decision-making, where an entire family of

aircraft can be depicted in a single chart. The results of this design sweep take a fewminutes to compute
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in serial, but parallelization across cores or computers can allow this to be presented to the user in seconds.

Missile-like design 
(original “mental model”)

High-speed glider design
(result of AeroSandbox)

*Note: figure is based on an early model version, so range estimates are out-
of-date – for qualitative illustration only

Figure 4-8: Pareto front of the MIT Firefly UAV design space, showing the tradeoff between total range
and dash range. Each point represents both a unique vehicle design and trajectory.

4.2.5 Supporting Flight Test

Finally, AeroSandbox-basedperformance calculationswere used to support the Firefly air vehicle through

manufacturing, first flight, and a controls characterization flight test campaign, as described further by

Gaubatz [12]. Media from this flight test campaign are given in Figure 4-9. The vehicle was found to be

stable and controllable, and the flight test data was used to validate the aerodynamics model used in the

optimization problem.

140



This experience alsomotivated thedevelopmentofpurpose-built aircraft flight dynamics toolswithin

AeroSandbox, which can be used to directly reconstruct and visualize the flight trajectory of the vehicle.

This can be performed for both computationally-optimized trajectories as well as from actual measured

flight test data, allowing both design and post-flight analysis to be conducted in the same environment for

easymodel validation. An example of this is shown in Figure 4-10, which shows the trajectory of Firefly’s

first flight test, reconstructed and visualized in AeroSandbox. Notably, during this flight test the vehicle

was air-dropped from a quadcopter14, which can be seen in the steep vertical trajectory at the beginning

of the flight as the vehicle stabilizes.

This experience emphasized how useful it is to have an MDO tool that can switch between analysis

(e.g., only closure, no optimization) and designmodes, as discussed in the birds-eye view of optimization

shown in Figure 2-2. AnMDO tool, if built correctly, has the potential to follow the vehicle through its

lifecycle similar to a digital twin, providing value from the conceptual design phase through to flight test.

(a) As-built Firefly air vehicle, prepared for first flight.
(b) Photograph of the MIT Firefly air vehicle in-
flight, cruising at roughly 40 m/s.

Figure 4-9: Photos of the MIT Firefly prototype. Vehicle constructed by Julia Gaubatz [12].

14with further details given by Gaubatz [12]
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Figure 4-10: Flown trajectory of the first flight of MIT Firefly, reconstructed and visualized in the
AeroSandbox dynamics stack. Vehicle is drawn using a generic aircraft model and at roughly 30x scale,
which allows easier visualization of vehicle orientation. Flight test was air-dropped from a quadrotor,
with the stabilization period visible at the beginning of the trajectory.
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4.3 MIT Dawn (Electra.aero SACOS) Solar-Electric HALE Air-

craft

4.3.1 Problem Overview

A second aircraft design case study that contributed heavily to the development of AeroSandbox was

MIT Dawn, a solar-electric high-altitude long-endurance (HALE) aircraft. This aircraft development

program was later transferred to industry partner Electra.aero and incorporated into the Stratospheric

AirborneClimateObservatory System (SACOS) program, where the aircraft has achieved first flight and

is undergoing further development.

The Dawn aircraft development program began as a set of solution-agnostic requirements aimed at

supporting a climate science mission [13, 155, 156]. This science mission, conceived by an atmospheric

chemistry research group atHarvard15, aims to take atmospheric chemistrymeasurements of various free

radicals in the stratosphere, which must be performed in-situ over long durations. This information

would allow scientists to further reduce the uncertainty about the rate of climate change, which could

allow for more precise and effective policy measures to be implemented [157]. A variety of aircraft

design requirements were developed and negotiated with the science team, with the major driving ones

as follows:

• Payload: 30 kg science package, with 500W electrical power draw during daylight hours and 150

W at night

• Altitude: sustained flight at 60,000 ft. MSL (18.3 km) or above

15The Anderson Research Group, under the direction of Professor James Anderson.
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• Endurance: 6 weeks continuous flight during July–August

• Station-keeping: with the ability to maneuver and maintain position over any location in the

continental United States, in 95th-percentile winds

We initially approached this aircraft designproblemby exploring awide range of conceptual solutions.

In addition to a solar aircraft, the teamconsidered a superpressure balloon (E.g., GoogleLoon), a powered

airship, a rotating fleet of conventional aircraft (e.g., Aurora Flight Sciences Orion), long-endurance

hydrogen aircraft (E.g., AeroVironment Global Observer), ground-tethered balloons, and numerous

others16. Each of these had a rapid feasibility analysis conducted inAeroSandbox based on first-principles

physics, similar in scope to the SimpleAC problem given in Section 4.1. This capability to quickly pose

sizing studies allowed these proposed concepts to be matured to the point where a meaningful and

fair comparison17 could be made; ultimately, a solar-powered HALE aircraft was selected, with further

reasoning available in Sharpe et al. [13].

4.3.2 Vehicle Overview

The Dawn aircraft generally has a sailplane-like conventional configuration, as shown in Figure 4-11. On

the outboard sections of the wing, two small all-moving aerodynamic surfaces are mounted on booms

extending from the wing trailing edge. These two unique surfaces, called tailerons, are used for roll

control and aeroelastic stabilization; further details on these surfaces are given in recent work by Sharpe,

Ulker, and Drela [158]. Propulsion is provided by two propellers, which are wing-mounted and driven

by electric motors. The payload is held in a separate pod, mounted with a truss beneath the main wing

to allow for propeller clearance.
16Even some nuclear-powered aircraft concepts were briefly considered.
17i.e., a true apples-to-apples comparison, where an optimized variant of concept A is compared to an optimized variant of

concept B
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0 10 20 30 m

Dawn  Solar HALE
2−motor concept

science
payload

solar array

battery, avionics

aeroelastic control

Figure 4-11: Basic aircraft configuration, approximate scale, and major components of the Dawn solar-
electric HALE aircraft. Exact aircraft dimensions vary depending on technology assumptions. Figure
illustrated byMark Drela.

The aircraft is powered by a series of solar cells, which are mounted on the main wing in spanwise

strings18. Approximately 80% of the wing’s surface is covered with solar cells, with this solar area fraction

limited by the curvature tolerance of cells when mounted near the leading edge. Various solar cells were

considered, with the baseline design using Sunpower C60 cells with a cell-level efficiency of 24.3%19.
18This arrangement keeps each cell within the string at similar solar incidence angles, which makes them impedence-

matched and results in fewer power-point-tracking losses.
19Further modifications to the actual cell energy generation based on line-of-sight airmass absorption, atmospheric

refraction, backscattering, surface albedo, covering transparency, and other effects are also considered.
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Overnight flight is supported by a large battery, which is mounted in the pod. Due to the project’s

experimental nature, relatively advanced battery technologies are assumed; the baseline design assumes

a cell-level battery specific energy of 450 Wh/kg20. Pack-level specific energy is slightly lower, as we

assume the cells form 89% of the overall packmass; this is based on as-built weights from the prior Aurora

Odysseus solar aircraft.

The aircraft cruises at an altitude of between 60,000 and 65,000 ft. MSL, which is above the

tropopause at most latitudes and seasons. This essentially nullifies the possibility of cloud cover, reduces

exposure to aeroelastically-risky gusts, and reduces steady wind speeds21 (reducing the required cruise

speed for stationkeeping). An interesting mission strategy that is used here (which was discovered using

the MDO process described in Section 4.3.3) is the idea of altitude cycling: during the day, the aircraft

recharges its batteries until approximately 3 p.m. local solar time, after which it uses the excess solar

power to climb higher. During the night, the vehicle glides lower (though never below 60,000 ft.), which

reduces power draw and required battery mass. This essentially allows the vehicle to use gravitational

potential energy as a battery, which is a similar clever combined-vehicle-and-trajectory optimization

exploit that was found in the Firefly design.

Table 4.3 summarizes various key parameters of the aircraft in its cruise condition, and a high-level

mass budget is given in Figure 4-12. From this figure, the difficulty of designing a solar-electric HALE

aircraft with overnight endurance is apparent: the battery is nearly half the gross weight of the aircraft,

and the payload mass fraction is a mere 8%.

20This is already achievable by a few commercially-available cells at the time of writing, such as the Amprius Technologies
silicon-anode cells and Sion Power lithium-sulfur cells. These cells use exotic chemistries that come with some (acceptable)
design considerations; further discussion is available in Sharpe et al. [13].

21At most points in the latitude-seasonality space, this altitude is above the jet stream.
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Figure 4-12: High-level mass budget for the Dawn solar-electric HALE aircraft. Large pie chart shows
total breakdown, with the smaller pie charts showing subsystem-level breakdowns for the structural and
power systems components. Reproduced from Sharpe et al. [13].
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Table 4.3: Key specifications for the point design corresponding to the baseline mission. Reproduced
from Sharpe et al. [13].

Figure of Merit Value at Design Point
Gross weight 375 kg
Wingspan 39.9 m
Wing aspect ratio 23.4
Wing area 67.9 m2

Wing loading 54.2 Pa
Cruise airspeed (true) 30.4 m/s
Altitude 18.7 km nighttime and peaking at 19.7 km on Aug.

31st
Total power output Peak net battery draw: 5.07 kW
Battery capacity 75.4 kWh
Wing Reynolds number 383× 103 (cref = c̄)
Cruise lift coefficient 1.11
Cruise L/D Ratio 30.8

4.3.3 Aircraft Design Problem Formulation

This subsection includes content from the author’s contributions to prior work by Sharpe,
Dewald, and Hansman [13].

Just as with the Firefly design problem, the Dawn design problem was formulated as a combined

vehicle-and-trajectory optimization problem. The trajectory represents a 24-hour cycle, beginning and

ending at solar noon. This periodic interval is of interest here because of the inherent challenge ofdiurnal

energy closure: a solar aircraft must be capable of ending any given 24-hour period within the mission

envelope with more potential energy (in the forms of battery charge state and altitude) than it started

with22.

While sufficient energy generation is key to ensuring energy closure, energy storage also constrains

22Some additional energymarginmust be included here, for robustness. In this study, we add energy generationmargin by
effectively decreasing the solar insolation in all conditions by a flat 5% knockdown.
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the design space. The aircraft’s battery must be sized so that its charge state remains within allowable

bounds23 - given the time-varying solar insolation and unsteady power draws (from the propulsion

system, payload, and avionics), evaluating the feasibility of this constraint for a given solution becomes

nontrivial. Furthermore, one would expect that a systemwith cyclic power injectionsmight be optimally

operated using a cyclic strategy; and indeed this is observed via altitude cycling under some assumptions.

To incorporate this trajectory information into the optimization problem, the flight equations

of motion are once again embedded via a direct collocation method, with trapezoidal quadrature.

A convergence study was performed for the solar aircraft design problem in order to determine an

appropriate temporal resolution. Testing indicated that grid-independence was reliably achieved at a

temporal resolution of 150 collocation points uniformly spaced over a 24-hour interval; therefore, this

was the discretization resolution used in all further studies.

The physics formulation of the optimization problem can be summarized as follows:

MIT DawnMDO Problem Formulation

• Objective Function: Minimize thewingspanof the aircraft. This choice of objective

is somewhatunusual, and it is chosen as a proxy formeasuring an important technical

risk. Historically, the most common failure modes of solar aircraft have been

aerostructural in naturea, and wingspan is a good first-order measure of how severe

these aeroelastic challenges will be. In addition, previous development programs

for large solar aircraft (such as Aurora’s Odysseus, at 74 meters wingspan) have

attributed significant operational challenges (e.g., runway width, transport, support

equipment, and cost) directly to wingspan.

23Amaximum allowable battery depth-of-discharge of 85% was assumed.
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• Design Variables (in total, roughly 2,500 variables)

◦ Trajectory design variables, with a similar 2D parameterization as in Section

4.2.2. Unlike the Firefly problem, however, the steady assumption is taken

further, and instantaneous force equilibrium is assumed at each time point; in

this way, the flight dynamics essentially become an energy accounting problem,

with all velocity derivative terms dropped. In other words, the “raw input”

of the control algorithm can be thought of as velocity. This neglects direct

simulation of both the short-period and phugoid flight dynamicsmodes, which

are assumed to be much faster than the problem dynamics of interest (i.e.,

diurnal changes in energy injection from solar power).

◦ Other time-dependent variables, such as the throttle setting, control surface

deflections, and battery state of charge. Time-dependent cross-discipline cou-

pling variables, like overall vehicle net power are also added.

◦ The vehicle design itself, which includes:

* Geometric shape variables, with a similar general parameterization

methodology as the FireflyMDO setup of Section 4.2.2.

* Propulsion sizing, including battery capacity, propeller diameters, motor

voltage constants, and rated power of various electrical components

* Detailed structural design variables, such as the wing rib count and pay-

load truss sizing. Never-exceed speeds and ultimate load factors during

gusts are also optimized, allowing the creation of a V − N flight en-
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velope with appropriate margins. As in Section 4.2.2, component-wise

weights are also included as variables that are satisfiedby implicit structural

analysis models.

• Constraints (in total, roughly 4,000 constraints), drawndirectly and indirectly from

several interacting disciplinary analyses, with the major ones as follows:

◦ Aerodynamics: a component-wise buildup of lift, drag, and moment using

AeroSandbox’s AeroBuildup model, detailed in Section 5.3. A nonlinear

lifting line method and a vortex lattice method were also included as alternate

options used to validate the buildup model. Optimization solutions typi-

cally differ by only a few percent between models, which implies good cross-

validation. This is unsurprising, as a solar airplane represents a near-ideal case

for typical theoretical assumptions for 3D aerodynamics (high aspect ratios,

well-separated lifting surfaces).

◦ Stability & Control: Static stability is verified through a workbook-style

buildup of the location of the aircraft’s neutral point, with static margin set

as 20% of mean aerodynamic chordb.

◦ Structures & Mass Properties: Primary structure weights are physics-based

where possible. For example, the wing spar weight and carbon fiber layup

schedule are the result of an Euler-Bernoulli beam model with both bending

and torsionc. Secondary structures are generally modeled using empirical

statistical models. For example, many wing secondary structures are modeled
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based on data from the MIT Daedalus project [77, 159, 160], with a 30%

markup to mitigate operational challenges documented by the Daedalus team

[161].

◦ Propulsion: A propeller model based on dynamic disc actuator theory with

viscous correction factors is implemented [162]. Viscous correction factors

are calibrated using the blade-element code QPROPwith sectional airfoil data

from XFoil [95, 163].

◦ Trajectory / Dynamics: A direct collocation method, which enforces the

equations of motion at each time point. Path constraints, such as battery

state of charge limits, altitudeminimums, and airspeedminimums (i.e., station-

keeping) are also added. In addition, periodicity constraints are added, which

ensure energy closure over the 24-hour cycle.

◦ To support station-keeping constraints, a probabilistic model of both steady

winds and gusts was developed using data from the ECMWFERA5 reanalysis

dataset [164]. The model is a function of latitude, longitude, and day of year,

which allows global mapping of the feasible mission space.
aExample solar aircraft with at least one documented in-flight aeroelastic failure include NASA Helios,

Google/Titan Solara 50, Facebook Aquila, and Airbus Zephyr.
bThis static margin, which is a hair high for a high-L/D aircraft, is intended to mitigate risk. Fixing a

too-aft CG during detailed design usually costs more weight than fixing a too-forward CG, due to differences
in available moment arms.

cFor speed, this is broken out as a separate optimization sub-problem, which is pre-computed for a wide
range of spans and load distributions. A closed-form solution is then used as the “online” model during the
broader MDO problem.

Further details on the Dawn MDO problem formulation and constituent models are available in

Sharpe et al. [13]. As with the Firefly problem, the Dawn problem is implemented in AeroSandbox

using a SAND architecture; Figure 4-13 shows the data flowwithin theMDOprocess in extended design
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structure matrix (XDSM) format [165].
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Figure 4-13: Extended Design Structure Matrix (XDSM) representation of the Dawn solar-electric
HALE aircraft design optimization problem. Reproduced from Sharpe et al. [13].

4.3.4 Results and Framework Lessons

The result of the optimization process described in Section 4.3.3 is the point design that is summarized

in Table 4.3 and Figure 4-12. The point design estimate produced using AeroSandbox was then further

refined in collaboration with Electra.aero, leading to the successful construction and first flight of a full-

scale demonstrator aircraft, as shown in Figure 4-14.
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Figure 4-14: Photograph of the Dawn One solar-electric HALE aircraft lifting off during its first flight
test, in September 2022. Reproduced from Electra.aero [14].

As with the Firefly design, however, many of the valuable lessons learned from the development of

this tool were not only from the point design, but also from the trade studies one can quickly assess using

this framework.

Rapid Performance Sweeps

As an example of this, a key early question during the design was “How does the required wingspan vary

with latitude and seasonality?” To answer this, we designed 2,400 unique aircraft (a 60 × 40 grid in

seasonality-latitude space), each the result of solving a unique instance of the MDO problem described

in Section 4.3.3. With parallelization on a high-performance computing cluster (HPC), computing these

results took several minutes, effectively allowing this question to be answered real-time in a meeting with

major stakeholders.

The results of this study are shown in Figure 4-15, which plots the wingspan of the smallest-feasible
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aircraft as a function of season and latitude. Here, some interesting features are apparent. First,

summertimemissions (i.e., July in the northern hemisphere, January in the southern hemisphere) require

the smallest aircraft, as expected. Interestingly however, mission becomes most feasible near extreme

latitudes—this indicates that feasibility is less driven by solar intensity and more driven by the duration

of the night24. Colloquially, solar panels are light and batteries are heavy.

Secondly, a steep change in the mission feasibility is observed near 40° N and 40° S latitude. This is

due to changes in the tropopause height, which is a key factor that modifies the science requirements if

the mission is generalized to other regions around the world. Due to global atmospheric convection cells,

the tropopause altitude rises quickly near these latitudes.

Third, we can identify the impact of specific localized weather phenomena. For example, the

southern polar vortex tends to raise stratosphericwind speeds during themonth ofNovember at latitudes

near 60° S, which makes station-keeping extremely challenging25.

24In the Arctic and Antarctic, the midnight sun effect allows quite small aircraft as almost no batteries are needed.
25Interestingly, an analogous phenomenon is not observed with the Arctic polar vortex in the northern hemisphere.
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Figure 4-15: Feasibility of a solar aircraft throughout the seasonality-latitude mission space, as measured
by the minimum required wingspan of an aircraft that achieves energy closure with the required payload.
The baseline science mission, which involves summertime flight over the continental United States, is
shownwith a dashed black rectangle on the plot. Within this rectangle, the sizing case (i.e., most difficult
mission) is shown with a black dot. Reproduced from Sharpe et al. [13].

Early mapping of this broader global mission space allowed the Dawn development team crucial in-

sight into other potentialmissions of interest, such asAntarctic ice shelfmonitoring, wildfiremonitoring,

methane monitoring, flood monitoring, and others. In a broader sense, this is a useful tool for business

development, essentially allowing engineers to ask “Who else should we be pitching to?” at the earliest

stages of the design process.
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Rapid Problem Reformulation

One of the most useful features of a code transformations framework is that the separation between

formulation and numerics allows for rapid problem reformulation. For example, suppose that instead

of answering the baseline design problem (which assesses wingspan, given some fixed payload), we wish

to instead assess what payload would be possible, given some fixed wingspan. This change can be

implemented by changing just two lines of code, and after a few minutes of computation, results from

this “flipped problem” are available for the user. This is shown in Figure 4-16, where a fixed span of 34

meters is assumed26.

26Arbitrarily based on the wingspan of the MITDaedalus aircraft, as a useful point of comparison for the design team.
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Figure 4-16: Feasibility of a solar aircraft throughout the seasonality-latitude mission space, as measured
by the maximum payload that can be carried by a clean-sheet aircraft design with a fixed wingspan of 34
meters. Equivalent to a “flipped problem” of Figure 4-15. Reproduced from Sharpe et al. [13].

This rapid problem reformulation capability is crucial for the early-stage design process, where the

design space is not yet well-understood. By allowing the user to quickly explore the design space in a

variety of ways, the design tool can be used to rapidly iterate on the design problem, allowing the user to

quickly gain insight into the design space and make informed decisions.

Sensitivity Analysis

Another useful framework-level feature that was developed through the Dawn project was the ability

to extract first-order sensitivity information of various constraints and parameters. This information is
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taken from the dual variables of the optimization problem, which indicates how the performance would

change if a single constraint or parameter wasmodified, while holding all others tight. (This is sometimes

called a “total derivative” sensitivity.) Because IPOPT is a primal-dual optimizer, these sensitivities can

be extracted essentially for free, as they are computed during the optimization process.

Table 4.4 gives a selected subset of these sensitivities for the Dawn design problem. In early design

stages, these sensitivities are useful for understanding the design space – as in the Firefly example of

Section 4.2.4, it is often not the designer’s true intent to optimize wholly for one figure of merit at

the expense of all others. In later design stages, these sensitivities can (and should) be used to allocate

engineering resources. Example such questions could be: a) whether it more valuable to research battery

specific energy improvements or drag reductions, or b) whether an alternative motor, which is more

efficient but heavier, results in a net performance gain.
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Table 4.4: First-order sensitivities for the point design corresponding to the the baseline mission.
Reproduced from Sharpe et al. [13]

.

Figure of Merit Sensitivity of Wingspan Sensitivity of TOGW

Any added mass 0.22 m/kg 4.17 kg/kg∗

Any added power draw 0.010 m/W 0.185 kg/W

Any added drag 0.479 m/N 7.50 kg/N

Battery spec. energy -0.090 m/(Wh/kg) -0.960 kg/(Wh/kg)

Battery packing fraction -0.461 m/(%) -4.847 kg/(%)

Solar cell efficiency -0.464 m/(%) -0.865 kg/(%)

Solar cell area density 12.4 m/(kg/m2) 149 kg/(kg/m2)

Solar cell usable wing fraction -10.6 m/(%) 80.9 kg/(%)

Propeller efficiency -0.613 m/(%) -4.72 kg/(%)

Motor efficiency -0.586 m/(%) -4.75 kg/(%)

Minimum cruise altitude 5.10 m/km 46.2 kg/km

∗ Note that this is not equal to the reciprocal of the fixed weight fraction, since this sensitivity assumes that the mass is added
uniformly across the aircraft (i.e., spanloaded), while the fixed mass is mostly a point-mass payload.

4.3.5 Computational Reproducibility

A publicly-accessible repository of the code used to generate the Dawn aircraft conceptual design is

available via theDawn Design Tool at https://github.com/peterdsharpe/DawnDesignTool. We

note that this public code has been forked and privately refined in collaboration with the Electra.aero
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engineering team, so results using this public repository should not be considered exactly representative

of any up-to-date design decisions or performance estimates of the as-built aircraft.

4.4 Liquid-Hydrogen-Fueled Long-Haul Transport Aircraft

A third example aircraft design case study conducted using AeroSandbox was a conceptual design study

of a liquid-hydrogen-fueled long-haul transport aircraft.

4.4.1 Problem Overview and Background

At the time of writing, aviation is generally estimated to be responsible for roughly 3% of anthropogenic

climate impacts, with slight variations in this figure depending on method of accounting27. Of this

fraction, long-haul aviation (flights with ranges longer than 4,800 km)28 contributed roughly 35% of the

total aviation fuel burn [166]. This is of particular concern, because while short-haul aviation has more

readily-available decarbonization pathways (e.g., electrification), long-haul aviation has very few options

to decarbonize due to specific energy requirements.

In practice, the two main options for decarbonizing long-haul aviation are synthetic aviation fuels

(SAF) and hydrogen-based solutions. While SAF is attractive in the short-term as a potential drop-in

solution, the scalability of a SAF-based aviation fuel ecosystem remains an area of concern29 [167, 168].

Hydrogen, on the other hand, is a more speculative solution, but if scaling SAF proves to be technically,

politically, or economically infeasible, hydrogen may be the only remaining option for long-haul decar-

27Aviation is roughly 2.5% of global carbon emissions, but the high-altitude nature of emissions cause disproportionately
high impact. Also, non-carbon climate impacts (e.g., contrails, NOx, etc.) may have strong impacts on radiative forcing that
are not captured in carbon-focused emissions measures.

28These mostly include intercontinental flights on wide-body aircraft.
29Colloquially, this is often referred to as the “food vs. fuel” debate, as themost economically-viable SAF formulations tend

to use food feedstock. This drives up food prices and competes for limited arable land. Estimates of the land area required to
sustain a global SAF-based aviation economy are similar in scale to the current arable land of the United States.
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bonization.

Hydrogen is best thought of as a “carrier” fuel, similar to a battery, although with much higher

specific energy. (For comparison, the specific energy of hydrogen is roughly 120 MJ/kg, while kerosene-

based fuels give roughly 43 MJ/kg and lithium batteries give roughly 1 MJ/kg.) Because of this,

the emissions associated with hydrogen are, of course, highly dependent on the method of hydrogen

production. Currently, the most commonmethod of hydrogen production is steammethane reforming

(SMR), which is a process that produces hydrogen from natural gas. This process is not carbon-neutral,

but it provides an economical on-ramp for a hydrogen economy while electrolysis technologies and grid

decarbonization advance30 [169]. In the long term, “green hydrogen” produced by electrolysis powered

by low-emissions31 sources (e.g., wind, solar, hydropower, geothermal, nuclear) could dramatically reduce

the carbon impact of long-haul aviation.

Hydrogen may be stored in either a high-pressure gaseous (GH2) or a cryogenic liquid (LH2) form,

each of which come with their own unique challenges. For long-haul aviation, LH2 is universally

preferred due to itsmuchhigher effective specific energy (i.e., specific energywith the tankmass included).

For example, with LH2, the tank gravimetric efficiency ηtank (essentially, the mass fraction of a filled tank

that is usable hydrogen) is usually 50–75% [170]; forGH2, this is typically 8–12%. The higher volumetric

density of LH2 relative toGH2 also allows formore compact tank designs, which reduces the drag impact

at the aircraft level.

In addition to the grid decarbonization and hydrogen production challenges, hydrogen presents a

number of unique operational difficulties at the aircraft-level. Interestingly, the common concern of

crash safety is not actually a major one (relative to kerosene-based fuels), as a) in the event of a post-
30In the medium term, hydrogen can result in reduced aviation emissions compared to a present-day baseline even without

full grid decarbonization. This is especially true if carbon capture utilization and storage (CCUS) is incorporated into the
SMR process.

31Considering lifecycle emissions
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crash fire, hydrogen is a buoyant gas at STP, which directs heat upwards and prevents on-ground fuel

pooling; and b) hydrogen burns with minimal soot32. In-flight fire is also a risk that can be mitigated to

acceptable levels, through a combination of positive-pressure tanks, gas sniffers, and boiloff vents [170].

However, safe hydrogen refueling is challenging and several important open research questions remain

[168]. For example, fuel lines must be purged for safety every time the aircraft is refueled, and a cryogenic

fuel presents significant limitations on how this can be done33.

Aircraft performance is also a significant concern when hydrogen is introduced. For example, both

LH2 and GH2 tanks benefit from a low-surface-area-to-volume ratio, which makes traditional storage

within wings impractical. Instead, hydrogen is typically stored in cylindrical or conformal fuselage tanks.

Relative to traditionalwing storage, this a) loses the benefit of spanloading, leading to increased structural

weight in the wing and fuselage, b) can create a significant center-of-gravity shift during fuel burn,

depending on configuration, and c) usually yields a (small) aerodynamic penalty due to the increased

volumeof the fuselage. In addition, tankweight ismuchhigher34, fuel lines are heavier, and fuel pumping

becomesmuchmore complex35. Brewer gives one of themost thorough overviews of these opportunities

and challenges [170].

On the other hand, the much higher specific energy of hydrogen compared to kerosene results in

far smaller required fuel mass fractions36. Because of this, it is not obvious whether the net aircraft

performance impact of hydrogen is positive or negative relative to existing kerosene-based aircraft, and

32In post-crash fires on kerosene-fueled aircraft, smoke inhalation often causes the majority of injuries. Hydrogen
combustion produces minimal smoke, mitigating this risk pathway to some extent.

33For example, common purge gases like nitrogen and argonwill freeze at LH2 temperatures; other gases, like helium,must
be used. The economic feasibility of this at-scale remains an open research question.

34In the case of GH2, this is due to pressurization stress, and in the case of LH2, this is due to insulation and boil-off
considerations.

35For example, rotating components in a pumpusually cannot be lubricated, because these oils freezewell above the boiling
point of LH2. Hydrogen embrittlement also limits pump life.

36For example, even after accounting for increased tankweight, LH2 offers a realizable specific energy that is roughly double
that of kerosene-based fuels.
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studies find results that vary strongly based on assumptions [168, 169, 171].

In short, the motivation for exploring hydrogen as an aviation fuel is not that it is particularly

attractive or easy to work with; instead, it is because a genuine possibility exists that it may be the

only scalable solution for long-haul aviation decarbonization. Hydrogen converts a problem that may

otherwise be impossible to solve (decarbonizing long-haul aviation) into a problem that, while still very

challenging, is at least technically solvable (decarbonizing the electricity grid).

4.4.2 Aircraft Design Problem Formulation

In this study, we formulated an aircraft design problem for a hydrogen-fueled long-haul transport aircraft,

with the goal of learning more about aircraft performance deltas from kerosene designs. The key design

requirementsweremodeled after specifications of a Boeing 777-300ER,which is a representativemodern

kerosene-fueled long-haul aircraft. These requirements are given in Table 4.5. In addition, this study

assumes that a clean-sheet airplane and engines are used, and that such engines are designed around a

2023 technology level (roughly comparable to a GE9X engine).

164



Table 4.5: Key design requirements for the LH2-fueled long-haul transport aircraft design.

Specification Value Motivation

# of Passengers 400 Long-haul demand

Ultimate Range (fully loaded) > 7,500 nmi Long-haul demand

Cruise Mach > 0.75 2x / day turnaround, market

acceptance

Wing Span < 64.8 m (213 ft) FAA AC 150/5300-13 ICAO

Group V: 52 – 65 m

Engine-out Climb Gradient > 2.4% Part 25.121

Fuel Source Hydrogen

Three key configuration-level decisions were made a priori based on existing literature:

1. Choice of LH2 fuel, rather than GH2, due to its significantly higher realizable specific energy.

2. Choice to place fuel in two conformal forward and aft tanks in the fuselage, which results in

a smaller center-of-gravity shift during fuel burn compared to a single aft tank37. Other tank

configurations were considered and not selected for boil-off reasons.

3. Choice to use direct hydrogen combustion, rather than fuel cells, due to much higher specific

power.

More details on the motivations for these decisions, and possible alternative ones, are given in the

author’s contributions to prior work by Gaubatz et al. [168].
37Having one aft tank requires a larger horizontal stabilizer in order to trim during the center of gravity shift, costing drag.

Also, multiple tanks are needed anyway for FAR 25 certification under current guidance.
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From this set of requirements a vehicle design optimization problemwas formulated, using the prob-

lem setup shown in Figure 4-17. Unlike the Firefly and Dawn problems, this problem was formulated

as a single-point design problem, rather than a trajectory optimization problem. This is because the

vehicle performance is dominated by cruise performance, and during this phase it is assumed to operate

at a constant design lift coefficient and Mach number. (This implies that a step climb is performed

throughout cruise as fuel is burned and mass decreases, which is common in practice and described

further by Drela in material related to the TASOPT code [16].) Using Breguet-range-like relations, the

aircraft’s total fuel burn can be computed from this representative optimized cruise operating point.

In the formulation of Figure 4-17, the objective function the transport energy efficiency, which is

defined as the chemical potential energy of the fuel burned divided by the economically-useful work

(measured in passenger-miles) performed by the aircraft. This metric, which is common in green trans-

portation studies, is often used to compare economic viability across both renewable and nonrenewable

solutions, which are otherwise difficult to compare directly [167].

Objective Function

Minimize transport energy 
per passenger-kilometer

Variables

Aircraft Design
• Wing, fuselage, and tail 

OML geometry
• Fuel tank sizing
• Engine sizing
• Sizing of primary structure
• Weights of dozens of 

secondary components
• Initialized to B777-300ER

Mission Design
• Cruise Mach, altitude, 𝐶𝐶𝐿𝐿

• Step climb

Constraints & Models

Requirements
• Payload and range
• Previously-stated reqs.
• Various FAR 25 regulations

Key Models
• Aero: DATCOM-like buildup
• Propulsion: GE9X w/ 

physics-based scaling
• Structures: Empirical where 

possible, physics-based for 
LH2 systems

Figure 4-17: High-level design optimization problem formulation for a liquid-hydrogen-fueled long-haul
transport aircraft.
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4.4.3 Results

This problem is formulated and solved using AeroSandbox, yielding a point design for a LH2-fueled

transport aircraft. Using the AeroSandbox aircraft geometry stack, a three-view design can be generated

and presented to the user, which has been further illustrated to yield Figure 4-18. Overall, the resulting

configuration is similar to a Boeing 777-300ER, with a few notable changes: a clean-sheet airframe and

engines, much higher realizable fuel specific energy, and a wider cabin that accommodates a 4-5-4 seating

arrangement. In Figure 4-18, this substantial increase in fuselage width somewhat visually obscures the

large volume occupied by the conformal hydrogen tanks.

Another immediate change that is apparent in Figure 4-18 is the placement of the flight deck, which

has no forward visibility. This solves pressurization and access challenges, but requires a camera-based

forward visibility system. Existing certification pathways of enhanced flight vision systems (EFVS) and

synthetic vision systems (SVS) may be used to certify this IFR-only flight deck configuration, but this is

an open research question.
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Figure 4-18: Three-view drawing of the LH2-fueled long-haul transport aircraft design.

The results of the AeroSandbox optimization study can also be quantitatively shown inTable 4.6. In

this table, the key performancemetrics of the LH2-fueled aircraft are compared to those of an equivalent

kerosene-fueled aircraft, which was optimized using an identical methodology and assumptions. This

is useful to isolate the impact of fuel choice on various performance parameters. In addition, the as-

built Boeing 777-300ER is shown in the table for comparison, which allows the overall accuracy of the

optimization model to be assessed. The higher gross weight of the B777 aircraft is partially explained by

its higher ultimate range than the optimized aircraft in this study.
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Table 4.6: Key results of the LH2-fueled long-haul transport aircraft design. Comparisons are made to
a kerosene-fueled aircraft optimized using an identical methodology and assumptions, as well as to an
as-built Boeing 777-300ER.

Optimized LH2

Airplane

Optimized Kerosene

Airplane

As-Built B777-300ER

[172]

# of passengers 400 400 396

Ultimate range 7,500 nmi 7,500 nmi 8,200 nmi (estimated)

Cruise Mach 0.82 0.83 0.84

Cruise Altitude 36,800 ft 36,900 ft 43,100 ft

Gross Weight 267,800 kg 300,800 kg 351,500 kg

EmptyWeight 184,700 kg 150,200 kg 167,800 kg

Fuel Capacity 44,100 kg 111,600 kg 145,500 kg

Wing Span 64.8 m 64.8 m 64.8 m

Length 81.5 m 73.0 m 73.9 m

Lift/Drag 15.5 16.6 -

Fuel Burn 7.94 g/pax-km 20.1 g/pax-km 19.4 to 26.1 g/pax-km

Transport Energy 0.95 MJ/pax-km 0.86 MJ/pax-km 0.84 to 1.13 MJ/pax-km

Notably, Table 4.6 indicates that the transport energy efficiency of the LH2-fueled aircraft is slightly

worse than that of the kerosene-fueled aircraft. Most of this can be attributed to the higher empty weight

of the LH2 aircraft, which cannot take advantage of the spanloading ability of kerosene-fueled aircraft.

This leads to higher structural weight in the wing and fuselage.
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For a more detailed breakdown of the mass changes as a result of fuel choice, we can inspect the mass

budgets of the LH2 and kerosene aircraft designs directly. Recent versions of AeroSandbox supportmass

properties data structures that allowvisualizations of these budgets to be generated automatically. Figures

4-19 and 4-20 show themass budgets of the LH2 and kerosene aircraft designs, respectively. These figures

show that the LH2 aircraft has a much lower fuel mass fraction than the kerosene aircraft; however, it is

offset by increased weight in the wing, fuselage, and fuel tanks.

Figure 4-19: Mass budget for the LH2-fueled aircraft design. Takeoff gross weight (TOGW) and
operating empty weight (OEW) are given in the center of the diagram.
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Figure 4-20: Mass budget for an equivalent kerosene-fueled aircraft design, which allows comparison
against the LH2 design in Figure 4-19. Takeoff gross weight (TOGW) and operating empty weight
(OEW) are given in the center of the diagram.

4.4.4 Performance Sweeps

As with the Firefly example, exploring the impact of a given technology assumption on the design is as

simple as changing two lines of code within a procedural-style code transformations framework. Here,

the impact of the tank gravimetric efficiency ηtank on the transport energy efficiency of the LH2-fueled

aircraft design was explored. The results of this study are shown in Figure 4-21, which shows that the

relative performance of the LH2-fueled aircraft design is highly sensitive to the tank gravimetric efficiency.

Given that current tanks have ηtank values between 50–75% [170], this implies that LH2 transport aircraft

are roughly competitive with kerosene-fueled aircraft in terms of transport energy efficiency. This chart

also demonstrates why GH2-based aircraft (with $ηtank ≈ 10%) are wholly infeasible for long-haul

aircraft. Finally, this chart gives a clear explanation as to why estimates for the relative transport energy

of hydrogen aircraft vary so widely in the aircraft design literature – this metric is highly sensitive to the
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assumed tank technology.

Figure 4-21: Comparison of transport energy efficiency of LH2- and kerosene-fueled aircraft, designed
around the samemission. Relative performance depends strongly on the LH2 tank gravimetric efficiency,
which forms a critical performance metric.

4.4.5 Fleet Design and Market Considerations

Another example of how a rapid design tool can be used is to explore business-level impacts of a

technology choice. To demonstrate this, here we show how one might think about covering a market

of many long-haul flights with different ranges.

First, consider the payload-range diagram of the LH2-fueled aircraft design, shown in Figure 4-22.

This diagram shows the maximum payload that can be carried by the aircraft as a function of range, a
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key metric of usefulness for an airline. For example, in this simplified model, the aircraft can carry 400

passengers at its design range of 7,500 nmi. For flights slightly longer than this range, the aircraft must

reduce the fuel burn by carrying fewer passengers. For flights shorter than this range, the aircraft is seat-

limited to its 400 passenger capacity; however, what is not shown here is that less fuel can be carried,

which reduces the aircraft’s fuel burn and improves its transport energy efficiency.

Figure 4-22: Payload-range diagram for the LH2-fueled aircraft design.

However, this improvement in transport energy efficiency for shorter-than-maximum-range flights

is not the same for LH2- and kerosene-fueled aircraft. This is because the fuel mass fraction of the LH2

aircraft is much lower than that of the kerosene aircraft, so a hydrogen aircraft achieves less benefit from

flying shorter-range flights. This is illustrated in Figure 4-23, where each line shows the transport energy

of a particular optimized aircraft design as a function of range. (For each aircraft, the design range is

indicated by a dot on the line.) As an operator, the effective transport efficiency of the combined fleet is the
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lower-bound envelope of these curves. Notably, for a kerosene aircraft, there is a relatively small benefit to

flying the “right size airplane for a givenmission”, so themarket can be covered with two aircraft without

much loss in efficiency. For a hydrogen aircraft, this is not the case, and the market must be segmented

more finely to achieve the same efficiency.

(a)Kerosene-fueled aircraft fleet (b) LH2-fueled aircraft fleet

Figure 4-23: These figures showhowmultiple individual aircraft (each shown by a line) can be combined
to cover a market of long-haul flight segments. In general, aircraft will be more fuel-efficient when flown
closer to their design range (indicated by a dot on each line). However, hydrogen-fueled aircraft get less
benefit from flying shorter-range flights, because their fuel mass fraction is lower. This drives a need for
more aviation market segmentation if a hydrogen transportation system is implemented.

This fleet-design study is just one example of howa rapid design tool canbe used to discover the subtle

downstreambusiness-level impacts of a technology choice, whichmay not be otherwise anticipated. This

tool can also be used to explore the upstream impacts of a technology; for example, a study byGaubatz et

al. [168] uses this AeroSandbox-based aircraft design tool as one subset of a much broader design study

to estimate the grid-level electricity demands of a hydrogen-based long-haul air transportation system.
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4.4.6 Computational Reproducibility

A publicly-accessible repository of the hydrogen aircraft design tool is available at https://github.

com/peterdsharpe/transport-aircraft.

4.5 Other Aircraft Design Case Studies

In this final section, we leave brief descriptions and links to other aircraft design case studies that have

been conducted using AeroSandbox. For brevity, these case studies are not as thoroughly described in

this document as previous examples; however, they serve to provide more possible starting points for the

reader interested in implementing their own aircraft design studies based on the work here.

4.5.1 Solar Seaplane

Another aircraft design project that influenced the development of AeroSandbox was the design of a

small-scale solar-electric seaplane, whichwas performed to support teachingwork forMIT 16.821: Flight

Vehicle Development. This aircraft design aimed to miniaturize a design for a full-scale recreational

ultralight aircraft created by students in MIT 16.82: Flight Vehicle Engineering the prior semester. The

goal was to roughly recreate the major elements of this previous vehicle, but at a scale that would allow

the students to build and test-fly the aircraft within the scope of one semester. As the intended focus of

the class was primarily on building techniques rather than design, we elected to give the students a “point

of departure” design to jump-start the project.

Thedesignof this aircraftwas formulated as anoptimizationproblem inAeroSandbox,which yielded

the design illustrated in Figure 4-24. This designwas thenused as a starting point for the students to build
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their aircraft, which was successfully flown in a series of test flights at the end of the semester.

AeroSandbox code used to develop this aircraft design is publicly available at https://github.

com/peterdsharpe/solar-seaplane-preliminary-sizing.
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Peter Sharpe 2/4/2023

1:20 Scale. Units in meters unless specified.

Sizing Summary:
      Expected total mass = 6.581 kg (14.51 lbm)
  Wing span (w/ dihedral) = 3.848 m (12.62 ft)

Wing area = 1.499 m^2 (16.13 ft^2)
Wing loading = 43.1 Pa (14.39 oz/ft^2)
Aspect ratio = 9.88

Aerodynamic Design Point (min-sink):
Cruise airspeed = 9.38 m/s (30.8 ft/s)

Cruise AoA = 0.40 deg
Cruise CL = 0.80

      Elevator deflection = 0 deg (incidence-trimmed)

Performance Summary at Aerodynamic Design Point:
Assumes "as-flown" performance, not ideal, unless specified

L/D = 14.8 (ideal: 19.7)
       No-power sink rate = 0.63 m/s (ignores prop drag)
       Power to airstream = 40.9 W
  Total power consumption = 75.1 W (incl. 8 W avionics)

High-level Mass Budget:
Wing = 2.646 kg

        HStab = 0.132 kg
VStab = 0.063 kg

Fuselage = 0.643 kg
Boom = 0.512 kg

Motors, Mounts, = 0.397 kg
Props, & ESCs

 Battery = 0.494 kg
Avionics, Servos = 0.110 kg

 Solar Cells, = 0.865 kg
MPPTs, & Wiring

Sponsons + Mounts = 0.232 kg
Glue Weight = 0.487 kg

Left Sponson

AG34 (9.3%)
Re sqrt(CL) = 243k
Incidence = 4.7 deg

AG34 (9.3%)
Re sqrt(CL) = 243k
Incidence = 3.5 deg

AG36 (8.2%)
Re sqrt(CL) = 178k
Incidence = 3.0 deg

3
.
8
3
0

VStab area: 0.120 m^2
VStab AR: 2.46
Vv = 0.030
HT14 (7.5%)
Re @ MAC = 143k

Waterline
@ TOGW

Waterline @
takeoff rotation

Aft Sponson

1.386

1.281
0.344

CG: 0.168 m aft of LE
(CG @ 39%, Xnp @ 57%, S.M. = 18%)

0
.
5
5
9

72x Sunpower C60 Solar Cells
2 strings total (left/right)
2x Genasun CV-5-Li-16.8V MPPTs
Bus voltage LiPo 4S (14.8 V)

Power Generation Summary:
Assuming solar conditions: 
Boston (42.36 N), April 1, 2 p.m. solar time
       Total solar energy = 784.6 W
    Realizable solar eff. = 21.0% (incl. MPPTs)
   Total power generation = 165.0 W
     Breakeven climb rate = 0.85 m/s (167 ft/min)
 Breakeven climb gradient = 5.18 deg

HStab area: 0.222 m^2
HStab AR: 4.50
Vh = 0.47
Incidence = 3.0 deg
HT14 (7.5%)
Re = 143k

Wing break

620 kv Motors,
350 W max ea.
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Figure 4-24: Design drawing of the Solar Surfer solar-electric seaplane.
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4.5.2 Feather: Ultra-Lightweight Remote Control Motor-Glider

A final aircraft design project that can serve as a useful code example is that of Feather, a project to build

a minimum-sink-rate 1-meter-wingspan remote-controlled glider. The goal is to be able to exploit even

the very weak low-altitude thermals that occur during early morning hours to stay aloft.

Traditionally, remote-control gliders aimed at thermal performance and within this wingspan range

have been discus-launch gliders (DLGs). These aircraft are launched by holding the glider by a wingtip,

spinning one’s entire body in a circle (about the aircraft’s yaw axis) and throwing. This achieves very high

launch altitudes (up to 70 meters, in extreme cases), which has several benefits:

• Higher launch altitude yields longer flight times (assuming a constant sink rate), and hence more

altitude to find thermals.

• At higher altitudes, thermals are a) wider, b) stronger38, and c) tend to persist longer, which allows

for consistent circling once thermals are found.

All three combined factors make it easier to consistently stay aloft with thermals once some initial

altitude is already achieved. DLGs successfully solve this launch altitude problem, but the violent forces

during their launch (often exceeding 30 Gs of acceleration) cause some unfavorable side effects:

• The high launch forces require a heavier wing and tailboom (due to yaw moment during de-

rotation immediately after the throw), generally resulting in a higher still-air sink rate.

• The design space for tail geometries is constrained by the need to minimize fuselage boom torsion.

For example, vertical stabilizers must be roughly top-bottom symmetric about the fuselage boom

axis, which means that Clβ stability that would ordinarily be provided by a top-mounted vertical

stabilizer must be provided by a larger wing dihedral angle.
38Particularly for low-altitude thermals, within the atmospheric boundary layer.
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However, in recent years, electronics have become so miniaturized that it is now possible to solve

this launch altitude problem with a tiny electric propulsion unit, rather than by discus launch. The

concept of operations is to ascend to an initial altitude using a brushless motor and propeller, and then

shut off the powertrain to glide. (The propeller folds backwards against the fuselage for reduced drag.)

The hypothesis is that the mass “cost” of this electric propulsion unit is less than the mass cost of the

heavier wing and tailboom required for a discus launch. This is the design space that the Feather project

aims to explore.

A design optimization problem is formulated with the goal of minimizing the still-air sink rate.

General configuration decisions were inspired by the Drela Apogee HLG [173]. The result is the aircraft

shown in Figure 4-25, which is currently in the process of being built and flown. The glider overall

weighs just 62 grams39, which is roughly half the weight of a typical DLG of this wingspan. Much of

this weight savings is made possible by the avionics subsystem, which weighs just 15.3 grams but includes

a LiPo battery, a brushless motor, an ESC, a 5-inch folding propeller, two linear servos, an IMU and

microprocessor for gyro stabilization, and a remote-control radio receiver. Still-air sink rate is estimated

to be roughly 0.29 m/s (57 ft/min), which is competitive with the best DLGs of this wingspan.

AeroSandbox code used to develop this aircraft design is publicly available at https://github.

com/peterdsharpe/Feather-RC-Glider.

39equivalent weight to roughly 14 sheets of standard copy paper
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Figure 4-25: Design drawing of the Feather ultra-lightweight hand-launched motor-glider.
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Chapter 5
Traceable Physics Models

This chapter contributes computational implementations of several key physics models for aircraft

design that are traceable within AeroSandbox, the design optimization framework introduced in Section

3.2. The broad motivation for this contribution stems from the observation that “ease-of-model-

implementation”has historically proven tobe one of themost important factors for determiningwhether

anMDO paradigm can achieve use in industry. To that end, the goals of this contribution are to:
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1. Stress-test the feasibility of code transformations in practice—how much added user effort and

expertise is required to bring typical engineering analyses into a code-transformations-basedMDO

tool? Towhat extent can existing code be used as-is? Finally, the thesis aims to identify any specific

computational elements that cause “pain points” when attempting to make an analysis traceable.

2. Jump-start future applied research by providing a set of modular, plug-and-play analyses that can

be used to quickly build a variety of aircraft design optimization problems. Since the long-term

goal of this research direction is to establish whether the proposed MDO paradigm improves

practicality, many practical aircraft design problems must be posed. Creating a set of modular

general-purpose building blocks reduces the need to write similar analysis code repeatedly, saving

time for designers.

To achieve these goals, this thesis contributes the traceable implementations of the analyses given in

Table 5.1. Several other analyses, including structural and propulsive models, were also implemented in

the AeroSandbox framework, but are not described in this thesis document for brevity; the interested

reader is directed to the AeroSandbox documentation for more information [1, 38]. The set of analyses

selected for inclusion in this chapter was deliberately chosen to be mathematically diverse, spanning a

wide range of common code patterns in scientific computing. The types of attributes that each analysis

is intended to stress-test are given in the right-most column of Table 5.1.
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Table 5.1: A list of aircraft design analyses that the thesis implements within a code transformations
framework. Themiddle column lists the non-traceable tools for each analysis that are commonly used in
industry today. The right-most column lists the computational attributes that each analysis is intended
to stress-test.

Analysis To Contribute Non-Traceable Analogue Tests tracing through…

Vortex-Lattice Method
Aerodynamics Analysis

AVL [148] An aerospace geometry engine
and discretization; large,
vectorized matrix methods, like
linear solves

Nonlinear Lifting Line
Aerodynamics Analysis

Phillips and Snyder [174], Reid
[175], Weissinger [176]

Nonlinear systems of equations
(i.e., implicit), which often lead
to value-dependent code
execution (via convergence
loops)

Workbook-style Aerodynamics
Buildup

USAF Digital DATCOM [177] Table lookups, large amounts of
conditional logic (yielding a
wide, branching graph), and
scalar-heavy math

Rigid-Body Equations of
Motion

ASWING (dynamics) [178] Ordinary differential equations,
which are often implemented in
a loop-heavy way (yielding a
deep graph)

These traceable implementations offer value within the context of the thesis itself (in stress-testing

the practicality of code transformations), but they also have value as a standalone contribution to

the aircraft design community—even outside of design optimization. Because of the mixed-backend

numerics library described in Section 3.4.1, these analyses can be used independently from the design

optimization context of AeroSandbox if desired. In such cases, however, they still can retain certain

runtime benefits from the code transformations framework, if desired by the user. For example, a

traceable workbook-style aerodynamics buildup would seamlessly enable GPU-accelerated evaluations
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and automatic vectorization, offering significant speedups; an example application might be real-time

performance estimation for model predictive controllers or flight simulation.

5.1 Vortex-Lattice Method Aerodynamics Analysis

5.1.1 Method Overview

The vortex-lattice method (VLM) is a low-fidelity aerodynamics analysis used to model the inviscid 3D

flow field around a system of lifting surfaces (e.g., wings). It is one of the most common conceptual-

level aerodynamics analyses used in aircraft design, as it is computationally inexpensive and interpretable.

Common tools that implement the VLM include AVL [148] and XFLR5 [179].

A VLM analysis is based on classical potential-flow theory. Because this flow field model is a linear

partial differential equation, it can be quickly solved using a boundary-element method representation

by superimposing Green’s-function kernels. These kernels model disturbances in the flow field that are

induced by the lifting surfaces. In a VLM analysis, these kernels are modeled as a collection of horseshoe

vortices that are distributed along the wing in a regular lattice pattern (distributed in both spanwise and

chordwise directions). A single horseshoe vortex is illustrated in Figure 5-1. Each horseshoe vortex is a

connected polyline of uniform-strength vortex filaments, with three segments: a bound vortex on the

wing, and two trailing legs extending downstream to infinity1. (In practice, a fourth leg consisting of a

far-downstream“starting vortex” canbe imagined to close the horseshoe vortex, which forms a ring vortex

and thus satisfies the Helmholtz vortex theorems.) The Kutta condition is naturally satisfied, as the only

place where the wing can shed vorticity is at the trailing edge (due to placement of the trailing legs).

1These trailing legs extend to the far-field Trefftz plane. In theory, these trailing legs should follow the local flow direction
(and hence be “force-free” by the Kutta-Joukowski theorem), but often they are simply extended directly backwards which
simplifies induced velocity computation and removes the need for an iterative wake relaxation.
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Figure 5-1: Illustration of a horseshoe vortex (black) and the induced fluid velocity field around it, which
is the fundamental building block of a VLM analysis. In reality the induced velocity field has global
influence, but it is truncated here for conceptual clarity.

Each horseshoe vortex has an initially-unknown strength, and the vorticity associated with each

vortex creates an induced velocity that affects the global flowfield. To solve for theseN unknown vortex

strengths, N constraints are needed. A convenient choice is to impose a flow-tangency (also called no-

penetration) boundary condition associated with each horseshoe vortex, where the flow velocity normal

to each horseshoe vortex is zero. It is not immediately obvious at which location this flow-tangency

condition (called the collocation point) should be imposed, relative to each horseshoe vortex. As it turns

out, the best choice is to discretize the wing into quadrilateral panels, then place the bound leg at the

quarter-chord point of each panel, and place the collocation point at the three-quarter-chord point.

This choice results in higher-order convergence with respect to discretization resolution than any other

choice, with derivation for this given by Katz and Plotkin [180]. (One way to intuitively understand this
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reasoning is that the VLM is essentially a 3D analogue of 2D thin airfoil theory.)

Because of the linearity of the governing equations, the unknown horseshoe vortex strengths can

be solved as a linear system of equations. Due to the global influence of each vortex on the flowfield,

this linear system of equations is dense and asymmetric, so it is typically solved using LU factorization.

The solution to this linear system gives the vortex strengths, which can then be used to reconstruct

the flowfield around the lifting surfaces. The vortex strengths are also conveniently equal to the local

difference in pressure coefficient between the top and bottom surfaces of the wing, which can be used to

visually interpret the flow field. Lift force computation is usually performed using the Kutta-Joukowski

theorem on each bound leg. Drag force calculation (which only includes induced drag, as a VLM is

inviscid) can be accurately performed using a Trefftz plane wake integral. Further details on this analysis

formulation are available in work by Katz and Plotkin [180] and Drela [154].

5.1.2 Implementation

Discretization

Based on this theory, a vortex lattice method was implemented into AeroSandbox as a traceable analysis.

One of tasks when implementing this analysis is discretizing the geometry (i.e., generate a mesh) in a

code-transformations compatible way. Because discretization of a high-level geometry representation is

such a common task in engineering analysis, an aircraft geometry stack was built within AeroSandbox to

facilitate this. This stack allows one to represent an aircraft geometry at a conceptual level (i.e., within

a hierarchical data structure that is not tied to any specific analysis), and then to generate a variety

of degenerate geometry representations from this conceptual geometry. These degenerate geometry

representations could be a series of 1D beams (for structural analysis), a mean camber line geometry
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representation (for a VLMaerodynamics analysis), a 3D panel geometry representation (for visualization

or for CFD analysis), or any other representation that is needed for a specific analysis. Examples of

such degenerate geometry representations that are possible are illustrated in Figure 5-2. This capability

to separate the concept of geometry from its representation makes it much easier to implement multi-

physics analysis that may be required inMDO problems.

Conceptually, the ideas behind this geometry stack are inspired by the degenerate geometry represen-

tation capabilities of OpenVSP [94], with the difference that this is built on top of a traceable numerics

core. Because of this, these meshes gain all the properties enabled by code transformations, such as

differentiable meshing. Furthermore, if analyses are built on top of this geometry stack, the analysis can

be end-to-end differentiable throughout both discretization and solution.

This unified, vertically-integrated workflow contrasts with many current design optimization work-

flows, which instead usually treat meshing and solving as separate black-box tools. In cases where end-to-

end gradients are required (i.e., aerodynamic shape optimization with respect to a set of design variables),

the usual strategy is to compute gradients for each process and then later to stitch them together. For

example, a meshing tool might use forward-mode automatic differentiation2, while a solver might use a

discrete adjoint of the governing PDE to obtain mesh gradients. Stitching these gradients together is a

perfectly viable solution from a computational perspective, but as a practical matter it often requires a

fair amount of boilerplate code from the user. In contrast, unifying the meshing and solution processes

within a code transformations framework eliminates the need for the user to manually interact with

component partials, lessening the expertise required to build a differentiable analysis.

2or, if the mesh has a deterministic connectivity (i.e., hyperbolic marching from a surface), one could use a method with
similar properties, like complex-step differentiation or finite-differencing
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(a) Concept-level geometry represen-
tation, corresponding to the raw
data structureswithin theAeroSand-
box geometry stack.

(b) Mean camber line degenerate ge-
ometry representation,which is used
during VLM analysis.

(c) 3D panel degenerate geometry
representation, which can be used in
other aerodynamic analyses.

Figure 5-2: Illustration of several possible degenerate geometry representations produced by the
AeroSandbox geometry stack. This removes the need for individual disciplinary analyses to re-implement
their own meshing tools, creating a clearer API for new analysis tool development.

Solution Methodology Considerations

Withmeshing complete, the governing systemof equationsdescribed in Section5.1.1 canbe implemented.

Within the context of a code transformations framework, an interesting question is whether this system

should be solved explicitly or implicitly. To clarify the difference here:

• In an explicit formulation, thematrix and right-hand-side vector of the linear system of equations

are explicitly constructed within the analysis code, and the system is solved using a direct solver. In

the context of a broader optimization problem encompassing such a model, this means that a) the

system of governing equations is solved exactly at each iteration, and b) no optimization variables

or constraints are added to the solve.

• In an implicit formulation, the horseshoe vortex strengths are posed as optimization variables,

and the governing equations are implemented in residual form and constrained (in the top-

level optimization problem) to be driven to zero. This is analogous to a simultaneous-analysis-

and-design MDO problem formulation (shown in Figure 4-5). Here, the matrix and right-
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hand-side vector of the linear system are never explicitly constructed within the analysis code

(though of course, the optimization problem constraint Jacobian will essentially compute this

same information). In the context of a broader optimization problem encompassing such amodel,

this means that a) the system of governing equations is solved approximately at each iteration, and

b) optimization variables and constraints are added to the solve.

Both methods have advantages. The principal advantage of the explicit formulation is that incorpo-

rating this into a design optimization framework can yield more stable convergence, since “correct” (i.e.,

zero-residual) solutions are guaranteed at each iteration. This can be especially important in the context

of a multidisciplinary optimization problem, where this VLM analysis might be combined with other

analyses. Here, a fully coupled implicit system might become numerically unstable (e.g., numerically-

stiff), leading to convergence difficulties.

On the other hand, the implicit formulation has the potential to be much faster, in the context

of a broader optimization problem. This is because the optimizer is solving for primal feasibility (i.e.,

constraint violation) and dual feasibility (i.e., optimality conditions) simultaneously. An intuitive way to

think about this is that the optimizer is not wasting CPU cycles by solving the analysis accurately during

early iterations, when the solution is far from the optimum. Instead, the optimizer is solving the analysis

just enough to ensure that the constraints are satisfied, and then moving on to the next iteration. This

can lead to significant speedups (up to an order of magnitude, in the author’s experience) in the context

of a broader optimization problem, especially when the analysis is expensive to solve.

There are also some cases where this implicit solution can be favorable in augmented analyses. For

example, if a panel method is coupled with an integral boundary layer model (e.g., in XFoil), solving the

problem as a coupled system rather than a segregated disciplinary solve can resolve singularity issues that
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might otherwise appear [95, 181–184].

In the case of the present VLM implementation, both formulations are offered, with the explicit

solution being the default. This is because the explicit solution is more stable and easier to debug, and

because theVLManalysis is relatively inexpensive to solve. However, the implicit solution is also available,

and can be used if the user desires faster convergence in the context of a broader optimization problem.

5.1.3 Example Results

Figure 5-3 shows the results of a VLM analysis performed using AeroSandbox, using a generic glider

design and a prescribed aerodynamic operating point. At themoderately high paneling resolution shown

here (N = 700 panels), solution takes about 0.25 seconds on a laptop-grade CPU. The surface color

shows the vortex strength (or equivalently, ∆Cp across the wing), while the streamlines show the flow

field.
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Figure 5-3: AeroSandbox VLM analysis results for a simple glider geometry at a prescribed aerodynamic
operating point. Surface color shows the vortex strength (or equivalently, ∆Cp across the wing).
Streamlines show the flow field.

Quantitative validation results for this VLM analysis are shown later in Section 5.4, where the

VLM can be cross-compared not only against external tools but also against the other plug-and-play

aerodynamic analyses developed in this chapter. Notably, while the VLM method is quite accurate for

computing induceddrag, it has nomechanism to compute profile dragwithout augmentationby another

aerodynamic method, like the buildup described in Section 5.3; hence, the VLMmethod should not be

used by itself for performance analysis. It is, however, more than adequate for flight dynamics analysis,

as there are few other low-fidelity aerodynamics methods that handle local velocity effects (e.g., dynamic

derivatives, aerodynamic damping) as accurately.
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5.1.4 Aerodynamic Shape Optimization

To demonstrate how this VLM tool can be incorporated into a broader optimization problem, we can

formulate a classic aerodynamic shape optimizationproblemand compare our result to a known solution.

Here, we aim to find the minimum-induced-drag wing planform, by optimizing a wing’s chord

distribution. We assume:

• A fixed total lift

• A fixed wing area

• A fixed span

• An untwisted, uncambered, unswept, thin, planar wing

• Potential flow (inviscid, incompressible, irrotational, and steady)

For this fixed-span, fixed-lift case, theory shows that theminimum-induced-dragwing has an elliptical

lift distribution. With the additional assumptions above, the corresponding minimum-induced-drag

wing will also have an elliptical chord distribution [185].

This problem can be posed in AeroSandbox syntax using the plug-and-play VLM analysis model

described in the previous section. We supply an initial guess of a simple rectangular (i.e. untapered) wing,

andoptimize the chorddistribution. Wedonot knowthe correct angle of attackα to achieve our specified

lift coefficient a priori, so this becomes an additional optimization variable. The VLM is implemented,

here using just one spanwise panel for each unknown chord variable—typically, a higher resolution (∼ 4

panels per optimization variable) would be used for numerical stability, but this is used to demonstrate

numerical robustness of the implementation here.

Surprisingly, the entire optimization problem can be written in less than 40 lines of code, allowing
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it to be shown in its entirety in Listing 4. This serves as a good illustration of the motivation behind

developing these plug-and-play models for a code transformations framework—the modularity allows

complex optimization problems to be posed with minimal code.

193



1 import aerosandbox as asb
2 import aerosandbox.numpy as np
3

4 opti = asb.Opti() # Initialize an optimization environment.
5

6 N = 16 # Spanwise resolution
7 y = np.sinspace(0, 1, N, reverse_spacing=True) # Spanwise locations along the wing.
8 chords = opti.variable(init_guess=1 / 8, n_vars=N, lower_bound=0) # Chord dist.
9 wing = asb.Wing( # Defines the wing geometry.

10 symmetric=True,
11 xsecs=[ # Cross sections (”XSecs”) of the wing
12 asb.WingXSec(
13 xyz_le=[ # Location of each cross-section's leading edge
14 -0.25 * chords[i], # This keeps the quarter-chord-line straight.
15 y[i], # Our (known) span locations for each section.
16 0
17 ],
18 chord=chords[i],
19 )
20 for i in range(N)
21 ]
22 )
23

24 aero = asb.VortexLatticeMethod( # Compute aerodynamics using the VLM analysis
25 airplane=asb.Airplane(wings=[wing]), # The geometry to analyze
26 op_point=asb.OperatingPoint( # Aerodynamic operating condition
27 velocity=1, # A fixed velocity; unimportant due to nondimensionalization.
28 alpha=opti.variable(init_guess=5, lower_bound=0, upper_bound=30) # Angle of attack
29 ),
30 spanwise_resolution=1, # Uses one panel per wing cross-section
31 ).run()
32

33 opti.subject_to([
34 aero[”CL”] == 1, # We want a fixed lift coefficient
35 wing.area() == 0.25, # We want a fixed wing area
36 ])
37

38 opti.minimize(aero[”CD”])
39 sol = opti.solve()

Listing 4: AeroSandbox code to optimize the chord distribution of a wing to minimize induced drag.

The optimization problem is solved to tolerance within 18 IPOPT iterations, corresponding to
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around 10 seconds of wall-clock time on a laptop CPU. This yields the wing geometry shown in Figure

5-4, which is indeed elliptical in chord distribution. To confirm, the chord distribution can be directly

compared to an elliptical distribution as shown in Figure 5-5. Very slight differences appear due to the

fact that the vortex lattice method does not make the assumption of locally-2D flow. With the added

consideration of 3D relief, chords near the tip must be slightly wider than elliptical to achieve elliptical

loading [186].

Figure 5-4: Result of the AeroSandbox VLM analysis-based aerodynamic shape optimization problem.
The optimized wing has an elliptical chord distribution.
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Figure 5-5: Comparison of the optimized chord distribution to the theoretical elliptical chord distribu-
tion.

5.2 Nonlinear Lifting Line Aerodynamics Analysis

5.2.1 Method Overview

While the VLM described in Section 5.1 is a useful tool in conceptual analysis, its inviscid nature means

that it cannot capture many important aerodynamic effects. This includes profile drag effects, but also

more subtle effects like nonlinear sectional lift curve slopes and local stall. Another downside of the

VLM is that capturing camber effects requires a substantial number of chordwise panels, which quickly

increases the size of the linear system3 without meaningfully improving the induced drag prediction (as

this is dominated by spanwise effects).

One way to address both of these limitations is to use a lifting-line method instead of a VLM. A

3The solve time of this linear system scales asO(N3) with the number of panels, so keeping the number of panels low is
quite valuable.
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modern lifting-line method is best conceptually understood as a vortex lattice method with several key

similarities and differences:

1. First, just as with the VLM, the lifting-line method uses a potential flow model with horseshoe

vortices to model the flow changes induced by the vehicle.

2. Another difference is that in a lifting-line method the governing equation no longer comes from

a flow-tangency condition. Instead, the constraint relationship comes from equating the lift force

generated by the vortex (via the Kutta-Joukowski theorem) to the lift force computed using a 2D

sectional model (i.e., airfoil-level aerodynamic models) and the local angle of attack. This local

angle of attack includes the effects of induced downwash from the other vortices in the system,

capturing 3D inviscid effects.

3. A notable difference is that in a lifting line method only one chordwise panel is required, because

camber effects are not captured by direct flow tangency over the curved surface.

This strategy is related to prior work to generalize the lifting-line method by Reid [175], Phillips and

Snyder [174], and ultimately has roots in work by Weissinger [176]. The key insight is that the lift force

generated by a vortex can be related to the lift force computed using 2D sectional data by a constraint

relationship. This constraint relationship allows the lifting-line method to leverage the accuracy of 2D

sectional data, which can include camber effects. In almost all existing lifting-line methods, the sectional

data is approximated using an affineCL-α relationship (possibly with a nonzeroCL at α = 0 to capture

camber effects), because this reduces the governing system of equations to a single linear solve (just as

with the VLM). This is computationally faster to solve than the true nonlinear problem. However, this

also loses substantial accuracy in lift prediction, especially in cases where nonlinearities in the lift curve
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are important, such as near transitional Reynolds numbers and in high-lift cases. In many cases, this may

make the traditional linear lifting-line method unsuitable.

Because of this, the presentwork implements both a linear and nonlinear lifting linemethod, with the

latter retaining the full (nonlinear) lift curve slope behavior. This is done by reformulating the method

to be implicit, with governing equations converted into nonlinear residual form.

In both the linear and nonlinear methods, 2D sectional data is provided usingNeuralFoil, a custom

physics-informedmachine learningmethod described inChapter 7. UsingNeuralFoil to obtain sectional

data has negligible error compared to XFoil solutions, and it has the important property of retainingC1-

continuity that allows for gradient-based rootfinding methods to be used in the nonlinear case. With

the linear method, the NeuralFoil evaluation is numerically differentiated about the geometric angle

of attack of each wing cross section4 to construct an affine CL(α) dependency. Critically, because of

this local linearization step about the geometric angle of attack, even the linear lifting-line method in

the implementation here can capture limited stall effects—this is a unique feature of the present work

compared to other lifting-line implementations.

The overall lifting line methodology presented in this section represents modern thinking about the

theoretical formulation of lifting-linemethods, as given by Phillips and Snyder [174] andReid [175]; this

is a generalization of the historical lifting-line formulation originally given by Prandtl in the early 20th

century. The general formulation presented here has been shown to work well for non-straight lifting

lines, which occurs in wings with sweep or dihedral [174, 175, 187, 188].

4In other words, the angle of attack with respect to the freestream velocity vector (which can be computed explicitly), not
the local perturbed fluid velocity vector (which is an implicit function of the initially-unknown vortex strengths)
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5.2.2 Implementation

The linear version is implemented similarly to the VLM implementation, where both an explicit and an

implicit solve are possible. On the other hand, the fully nonlinear lifting-line method is currently only

implemented as an implicit analysis.

Numerical discretization is performed by thin-surface meshing with a chordwise paneling resolution

of one. The quarter-chord lines of these panels can then be connected to obtain a lifting line for the wing.

5.2.3 Example Results

Figure 5-6 shows analogous lifting-line analysis results for the same glider example as the VLM analysis.

The reduction in discretization resolution due to the elimination of chordwise refinement is immediately

apparent from the lower number of discrete panels. This leads to much shorter asymptotic runtimes,

especially for vehicles with complex systems of multiple interacting lifting surfaces.
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Figure 5-6: AeroSandbox lifting-line analysis results for a simple glider geometry at a prescribed aerody-
namic operating point. Surface color shows the vortex strength (or equivalently,∆Cp across the wing).
Streamlines show the flow field.

Aswith theVLM,quantitative validation results for this lifting-line analysis are shown later in Section

5.4. In general, the lifting-line method is expected to be more accurate than the VLM for aerodynamic

performance prediction purposes (i.e., lift, drag, and moment prediction), due of the incorporation of

2D sectional data. The lifting line also generally leads to more interpretable results, as the local angle of

attack, lift coefficient, downwash, and other properties of interest can be directly returned by the analysis.

(In aVLM, these quantitiesmust be obtained by integration along the chord, which introduces error and

creates extra postprocessing work depending on the data structure of the mesh.)

On the other hand, the VLM has advantages in low-aspect-ratio cases (as spanwise flow becomes

200



more significant, invalidating the force-free wake assumption on the straight trailing vortices), in other

highly-3D flowfields, and for angular rate stability derivatives (as the VLMcan better capture chord-wise

variations in local velocity).

5.2.4 Multidisciplinary Coupling Case Study: Aerostructural Analysis

The lifting line model developed in this section provides a good opportunity to demonstrate the ability

to easily implement coupled multidisciplinary analyses within AeroSandbox. In this case, we can

demonstrate a simple static aerostructural analysis of a wing, where the lifting line model is connected to

a 6-DoF Euler-Bernoulli beammodel.

Here, we study a wing with a fixed jig shape, which is shown in gray in Figure 5-7. This jig shape

involves a tapered wing with an aspect ratio of 12, a straight quarter-chord, no dihedral, and a constant

DAE-11 airfoil. The spanwise chord distribution of the wing c(y) follows the proportionality relation

below:

c(y) ∝
√

1− y

b/2
for 0 ≤ y ≤ b

2
(5.1)

where: c(y) = The chord length at spanwise location y, where y = 0 is the centerline.

b = The wing span.

The structural properties of the wing are modeled as varying as a function of the local chord, with

proportionality relations below. Constants are chosen such that the wing is quite flexible, which allows

for a more interesting aerostructural interaction.
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EI(y) ∝ c(y)3

GJ(y) ∝ c(y)3
(5.2)

where: EI(y) = The bending stiffness of the wing at spanwise location y.

GJ(y) = The torsional stiffness of the wing at spanwise location y.

The wing structural equations have Dirichlet boundary conditions at the root and Neumann

conditions at the tip, consistent with a cantilevered symmetric wing. These equations model both

bending and torsion effects on the wing. For simplicity, only aerodynamic loads are considered in the

analysis, with no additional external loads (e.g., gravity).

The aerodynamic operating point is at an angle of attack of 5° (measured at the fixedwing root), with

a freestream velocity high enough to produce interesting aeroelastic effects.

The resulting aerostructural analysis is implemented in AeroSandbox by coupling the lifting-line

analysis to the Euler-Bernoulli beam model. Both models use an identical discretization, which is

facilitated through the degenerate geometry representations created by the AeroSandbox geometry stack

(as described in Section 5.1.2). Coupling is implemented through an all-at-once approach, where the

governing equations for the aerodynamic and structural models are solved simultaneously.

This solve quickly obtains an aerostructural equilibrium condition in just 3 iterations, which is

sensible as both the aerodynamic and structural models are almost-linear. Figure 5-7 shows the deformed

wing shape in blue, relative to the original jig shape in gray. The wing has a noticeable upward deflection

andwashout at the tip, which is expected due to the aerodynamic lift distribution. Figure 5-8 shows both

the aerodynamic and structural quantities of interest as a function of the spanwise location y.
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5.3 AeroBuildup: AWorkbook-style Aerodynamics Buildup

This section includes content from the author’s contributions to the AeroSandbox documenta-
tion [38].

5.3.1 Method Overview and Implementation

While the VLM and lifting-line methods in Sections 5.1 and 5.2 provide conceptual-level aerodynamics

analyseswith strongfirst-principles grounding, they are limited in their ability to capturemany important

aerodynamic effects. For example, compressibility effects, fuselage aerodynamics, and high-angle-of-
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attack aerodynamics all go beyond the capabilities of these methods. Furthermore, these methods can

have scalability challenges in combined-vehicle-and-trajectory optimization problems, depending on

problem formulation. For example, the Firefly design problem of Section 4.2 requires aerodynamic

solutions to be computed at each of 200 unique points along the flight trajectory, at each iteration.

Computing these solutions using aVLMor lifting-linemethod5 increases the total optimization runtime

to the point where real-time interactive design is no longer attractive (i.e., an hour or longer), limiting the

tool’s utility in gathering conceptual design intuition.

To address these problems and provide a practical alternative, AeroSandbox includes a rapid,

vectorized aerodynamics engine called AeroBuildup. AeroBuildup’s methodology essentially uses a

workbook-style buildup to compute aerodynamic forces, moments, and (optionally) stability derivatives.

It attempts to model viscous and compressible effects on wings and fuselages across any orientation (360

degrees ofα, β) and arbitrary vehicle angular rates (p, q, r). Just aswith theVLMand lifting-linemethods,

the input is both the vehicle geometry6 and an aerodynamic operating point7.

AeroBuildup combines a variety of both theoretical and empirical models, inspired heavily by the

methodology used by USAF Digital DATCOM [177]. (Indeed, many of the submodels are directly

sharedwithDigitalDATCOM.)Compared toDATCOM,however, AeroBuilduphas several advantages

that make it more favorable as an analysis to use within a larger aircraft design optimization problem:

1. AeroBuildup aims to smoothlymodel across a wide variety of flight regimes; the model returnsC1-

continuous aerodynamic results that span from subsonic to supersonic speeds, from attached to

5The astute reader will notice that, in the case of a linear method where geometry and aerodynamic operating point
can be separated (like the VLM), one possible strategy to improve this scaling is by saving the LU-factorization and back-
substituting unique right-hand-side vectors. However, no analogous strategy exists if either the method is fully nonlinear or
if the coefficient matrix depends on the operating point, as is the case with the lifting line implementation here.

6The vehicle geometry includes a reference point, which is used for moments and stability derivatives.
7Anoperating point consists of the local atmospheric conditions, airspeed, orientation (angle of attackα and sideslip angle

β), and angular rates (p, q, and r about the three principal aircraft body axes).
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separated flow, and from the lowest to highestReynolds numbers. This contrasts withDATCOM,

which requires the user to select submodels appropriate to the flight regime (e.g., small-scale

transonic flight), and produces discontinuous results in some cases (e.g., as soon as Mach number

crosses a threshold, DATCOM instantly switches to a different wave drag model, which causes a

discontinuity in the drag prediction).

2. AeroBuildup makes minimal assumptions about the vehicle configuration. For example, with

AeroBuildup any number of wings and fuselages may be specified, and these may be placed in

any location; DATCOM forbids certain configurations, such as those with multiple fuselages.

As another example, all lifting surfaces in AeroBuildup are simply “Wing” objects–the user

isn’t required to provide any extra semantic meaning (i.e., whether a surface is a horizontal vs.

vertical stabilizer) that would change physics modeling. This contrasts with DATCOM, which

requires explicit labeling. The end result is that AeroBuildup enables optimization with respect to

parameters that are simply not possible with DATCOM8.

3. AeroBuildup is end-to-end vectorized, which means that multiple aerodynamic operating points

can be analyzed simultaneously with hardware-level (SIMD) parallelism. This is especially

advantageous in a semi-empirical model like AeroBuildup, as many of the submodels consist

of scalar-heavy analytical equations where vectorization buys significant speedups. Because of

this vectorization, AeroBuildup is fast enough to be used in combined-vehicle-and-trajectory

optimization problems, as demonstrated in Sections 4.2 and 4.3.

4. AeroBuildup is implemented in an accessible high-level language, Python, which makes it easier
8For example, imagine an airplane with a V-tail, where we wish to optimize the V-tail dihedral angle. DATCOM requires

this to be entered as either a horizontal or vertical stabilizer, but it is not clear at what V-tail dihedral angle that switch should
be made. This distinction changes DATCOM’s results, but of course in reality the actual flow physics should not depend on
the semantic label that we give it.
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for end-users to modify or extend the analysis with problem-specific considerations. The Aer-

oBuildup codebase is alsomodular and hierarchical, with heavy code re-use. For example, the same

lines of code are executed for aerodynamics analysis of all wing-like components; this contrasts

with DATCOM, which uses specialized code for different surfaces (e.g., a horizontal stabilizer vs.

canard). This gives AeroBuildup a concise codebase with clear, isolated scopes, minimizing the

logic that a new user must understand in order to make a modification.

The basic philosophy of AeroBuildup’s approach revolves around a) hierarchical decomposition

of the vehicle geometry, b) aerodynamic modeling of individual pieces, and then c) corrections for

interactional effects between those pieces. For example, AeroBuildup computes aerodynamics on a per-

wing and per-fuselage level, and further breaks down each of these into sectional aerodynamics.

For each wing section, the freestream velocity is computed in the local frame, with streamwise,

normal, and crossflow velocities. A rotation-induced local flow velocity is also added to this, which

later enables downstream computation of dynamic stability derivatives. This approximate local flow

information is used to compute a set of tentative sectional aerodynamics (including viscous and com-

pressible effects) using NeuralFoil, a physics-informed machine learning model described in Chapter 7.

These tentative sectional aerodynamics are then corrected for the wing’s self-induced downwash, for

3D compressible effects, and for other 3D effects (e.g., the unsweeping of a lifting line near the root

of a swept wing). Induced drag is computed by assuming the wake flows back to the Trefftz plane by

projecting the wing’s lifting line in the direction of the freestream velocity. Induced drag is computed at

an overall-aircraft-level rather than a wing-level, so wakes between separate lifting surfaces are correctly

merged for these purposes. After these corrections, the sectional aerodynamics are integrated along the

span to obtain the total aerodynamic forces and moments.
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Currently, a notable omission of the AeroBuildup model is the influence of downwash from other

wings for the purposes of lift computation. This has the benefit of improving computational speed by

eliminating a lifting-line-like linear solve, but it can lead to inaccuracies in the presence of strong interac-

tions between lifting surfaces. (For example, when analyzing a conventional-configuration airplane using

AeroBuildup, the effectiveness of the horizontal stabilizer will usually be slightly overestimated due to

the missing downwash influence of the main wing9.) This modeling decision ultimately comes down to

a complexity vs. accuracy tradeoff, and future versions may offer to include these interactional effects as

an option.

Fuselage modeling generally follows methods described by Jorgensen [189, 190] and MIL-HDBK-

762 [191]. More precisely, inviscid results are theoretically grounded in slender body theory [154], while

viscous effects are modeled using an infinite-length crossflow analogy with finite-length corrections. The

AeroSandbox geometry stack admits both circular and non-circular fuselages 10, and the dependence of

crossflow separation location on local fuselage curvature (i.e., corners) is modeled. Wake separation, base

drag, and any associated extra lift generation is handled using empirical methods fitted to wind tunnel

results on a series of typical body shapes. Likewise, local velocity overspeed and any associated wave drag

in transonic cases is computed using empirical relations. These compressible considerations depend on

a variety of fuselage shape factors, but most notably on the effective fineness ratio of the pressure-drop

region (i.e., roughly the forward half) of the fuselage.

AeroBuildup is a fully explicit calculation method, which means that a result is guaranteed in

bounded computational time, without any non-convergence issues. However, the accuracy of this

result is strongly dependent on the flight regime of the case in question. For example, AeroBuildup

9One way to conceptually think about this is that the effective lift-curve-slope of the horizontal stabilizer,CLα,h, should
be slightly reduced due to main-wing downwash; but this effect is not captured.

10Precisely, fuselage cross sections may be superellipse curves with any positive value of the shape parameter.

208



is expected to be most accurate for typical flight conditions where theory is sound and experimental

data for validation sub-models is widely available. Generally, this well-behaved region includes flows

without regions of massive separation or strong shocks. (AeroBuildup also remains relatively accurate

in cases with low and transitional Reynolds numbers, due to viscous methods described in Chapter 7.)

Quantitative validation results for AeroBuildup against other methods are shown later in Section 5.4.

On the other hand, cases at extreme flight conditions (e.g., α = 90°, M∞ = 1.00) will be

much less accurate. However, even in these cases, effort has been taken such that the results from

AeroBuildup are at least order-of-magnitude correct. This improves optimization robustness, as even

very strange intermediate optimization points will allow the optimizer to gain gradient information and

make progress back to the region of reasonable designs.

Beyond optimization applications, however, this property of bounded computational time gives

AeroBuildup in various situations that require real-time results. For example, AeroBuildup can be used

as a rapid aerodynamics model within flight simulation or real-time control.

5.3.2 Example Results

To illustrate AeroBuildup’s ability to rapidly compute aerodynamic results, consider the case of the

MIT Firefly air vehicle, which is described further in Section 4.2. The geometry of this air vehicle

is shown in Figure 4-6 using the AeroSandbox geometry stack. Firefly was selected to illustrate some

of AeroBuildup’s capabilities because its mission CONOPS (Figure 4-2) subjects the vehicle to an

uncommonly large range of interesting aerodynamic operating conditions. These include:

1. High-angle-of-attack flight, which occurs immediately after deployment from the host vehicle.

The vehicle may be tumbling at this point, and must passively stabilize to controlled flight.
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2. High-transonic flight, which occurs during the initial boost phase of the vehicle’s trajectory. The

initialMach number at launch is 0.8, and depending on the combination of trajectory constraints

that the user specifies, Mach numbers slightly over Mach 1 may be encountered during flight.

3. Low-Reynolds-number flight, which occurs at all phases but especially at high altitude. For

example, at the apogee of the trajectory shown in Figure 4-7, the flowReynolds number referenced

to Firefly’s mean aerodynamic chord is just 53× 103.

Because of these considerations, Firefly is an excellent test case to show the viability of AeroBuildup

to span these various flight regimes in a single model without requiring user intervention. In these cases,

the following reference quantities are used, which are derived from the projected area, mean aerodynamic

chord, and span of the vehicle’s main wing:

Sref = 0.02335m2 cref = 0.05391m bref = 0.4800m (5.3)

Traditional Aerodynamics Polars

To begin, we can compute the traditional static aerodynamic polars, which is an “alpha sweep”: lift, drag,

andmoment coefficients as a function of the angle of attack α. In Figure 5-9, we show the AeroBuildup-

computed polars for the MIT Firefly air vehicle, at a representative flight condition of sea level flight

at Mach 0.15. This is comparable to the aerodynamic conditions on the Firefly vehicle at the end of its

nominal trajectory11, as shown in Figure 4-7. For this analysis, control surface deflections of zero are used.

11Firefly’s optimized trajectory during the glide phases predictably has a nearly-constant indicated airspeed, of around 86
KIAS (44 m/s at sea level). Slight variations occur due to Reynolds effects.
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Figure 5-9: Standard static aerodynamic polars for the MIT Firefly air vehicle, computed using Aer-
oBuildup. Analysis is an angle of attack (α) sweep atMach 0.15 and sea level conditions. Control surfaces
are not deflected.

To generate the smooth plots in Figure 5-9, 1,000 unique aerodynamic operating points were

analyzed with AeroBuildup (each at a different α). This process is benchmarked at 3.13 seconds in total

on a laptop-grade CPU, or around 3 milliseconds per operating point. This is achievable due to data-

level vectorization, allowing for instruction-level parallelism (SIMD) to be automatically performed. (To

illustrate this, a single non-vectorized analysis takes roughly 1 second.) In either case, however, this speed

combinedwith the ability tomodel viscous and compressible effects makes AeroBuildup useful for rapid

aerodynamic assessment of new concepts or for aerodynamic database generation.

Figure 5-9 demonstrates that AeroBuildup captures several nuanced aerodynamic effects. For exam-

ple, the lift curve captures both positive and negative stall conditions, and a lift-curve-slope nonlinearity
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during the attached flow regime near α = 4° occurs due to sudden early upper-surface turbulent

transition along the main wing. Likewise, in the moment polar, we observe a general curving-down

nonlinearity, which is ultimately a consequence of the vertical displacement between the center of gravity

and theneutral point. The effect of tail stall is also visible nearα = 13° in themomentpolar, which causes

a slight destabilizing effect. We also note that the moment polar shows that the vehicle requires a modest

pitch-up input in order to trim at the target lift coefficient during glide (CL ≈ 1), which matches flight

test reports by Gaubatz [12].

Stability Derivative Calculation

AeroBuildup also supports the ability to compute stability derivatives (both static and dynamic), due to

its local flow velocity computation. By default, this is computed by evaluating finite differences of the

aerodynamic operating point with respect to angle of attack, sideslip, and angular rates (α, β, p, q, r).

This approach is the fastest strategy, because these additional analyses can be added to the vectorized

evaluation enabling negligible overhead.

As an alternative to finite-differences, an interesting capability that results from the code transforma-

tions paradigm is the ability to directly compute stability derivatives using automatic differentiation on

AeroBuildup itself. Where this gets particularly unique is if this stability derivative then gets used in an

optimization problem, as higher-order automatic differentiation may be required. For example, imagine

we formulate an aircraft design optimization problem where the objective function is to minimizeCmα.

Here, we might compute Cmα by applying automatic differentiation to AeroBuildup (1 derivative).

Then, we compute an exact Hessian of Cmα with respect to the design variables (2 more derivatives),

to facilitate gradient-based optimization. In total, we may be performing triple-nested automatic

differentiation of the original AeroBuildup analysis.
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Because the operator space of the AeroSandbox numerics stack is closed under differentiation,

implementing this higher-orderAD is surprisingly straightforward, andhas been successfully tested. This

fascinating capability offers unique capabilities when optimizing with respect to the evaluated gradients

of an analysis, which has applications far beyond aerodynamics. Nevertheless, becauseAeroBuildup’s im-

plementationgrants such anunusually large advantage to vectorized evaluation, simplefinite-differencing

is the default strategy used for stability derivative computation.

In addition to stability derivatives, other quantities of interest, like the location of the aircraft’s

neutral point, are computed as well. For Firefly at theMach 0.15, sea level flight condition, AeroBuildup

computes a neutral point located at 49% of the main wing’s root chord, or xnp = 241 mm aft of a

datum placed at the vehicle’s nose. For comparison, Gaubatz [12] assessed this same geometry using a

vortex-lattice code (AVL [148]), which produced an estimate for the neutral point that is slightly farther

aft12, at xnp = 243mm. Gaubatz’s subsequent wind tunnel test campaign produced results13 that would

indicate a neutral point at xnp = 236mm.

In any case, this indicates that the AeroBuildup result is quite consistent with both experiment

and other conceptual-level aerodynamics tools. This is a particularly useful comparison, as proper

computation of this neutral point reflects the fact that AeroBuildup’s potential-flow-based fuselage

aerodynamic computations include the destabilizing contributions of the large fuselage, which is not

captured by wing aerodynamics alone.

12Note that in Gaubatz [12], the reference datum is placed at the vehicle’s tail rather than nose, so measurements must be
subtracted from the vehicle length of 460 mm to convert coordinates to aircraft geometry axes with a nose datum. Note that
the vehicle length of 460 mm is shorter than the bounding box of 480 mm, due to the inclusion of an external rocket igniter
(briefly shown in Figure 4-2).

13See stability derivatives reported in Table 3.2 in Gaubatz [12].
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High-Angle-of-Attack Flight

Because AeroBuildup uses sectional data that models post-stall behavior (obtained with a tool called

NeuralFoil, described inChapter 7), it is capable of estimating aerodynamic coefficients at extreme angles

of attack and sideslip angles. This is a particularly useful capability when designing the Firefly vehicle,

which must passively stabilize from a tumbling condition after deployment from the host vehicle.

For example, Figure 5-10 gives a “3D” version of the traditional aerodynamic polars from Figure 5-9,

where these are extended to include sideslip angle β as well as angle of attackα, both out to [−90°,+90°].

In this study, the MIT Firefly air vehicle is analyzed at sea-level Mach 0.15 conditions.

Of particular interest is the “moment flow”diagram in the lower left of Figure 5-10, which shows how

the yawing and pitchingmoment coefficients (Cn andCm) vary throughout theα, β phase space; arrows

and streamlines indicate the direction that passive aerodynamic moments will tend to point the nose,

from any initial vehicle orientation. This mapping is similar to a “phase portrait” in dynamical systems

theory, though inertial effects are neglected in this strictly-static analysis. Nevertheless, this provides an

excellent initial map of the vehicle’s passive stability characteristics from upset flight conditions, even

those well-past stall. For example, the moment flow diagram indicates that Firefly is passively stable

roughly in the regime where β ∈ [−30°,+30°] and for all α, but not outside of this. This may indicate

that active control inputs are required to recover from such upset conditions.
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This kind of information about post-stall handling qualities of a candidate airframewould ordinarily

not be available until well beyond the conceptual design phase. However, AeroBuildup’s rapid aerody-

namic analysis capability allows for this kind of analysis to be performed in a matter of seconds, enabling

the designer to make informed decisions about the vehicle’s passive stability characteristics early in the

design process.

Transonic and Low-Reynolds Flight

Firefly uniquely operates at both low Reynolds numbers and transonic speeds, which are two flight

regimes that are traditionally difficult to model with aerodynamics tools. Moreover, the combination of

these two regimes presents further challenges, as a) limited validation data is available for such conditions,

and b) these two conditions create aerodynamic design drivers that are directly opposed to each other,

such as the target pressure distribution inpressure recovery zones. Further details on this inherent conflict

of transonic and low-Reynolds design drivers are given by Drela [192]. In short, this conflict makes

it challenging for a designer to know which high-level aerodynamic effects will dominate the vehicle’s

performance.

AeroBuildup is capable of modeling these effects simultaneously, as shown in Figure 5-11. Here, the

MITFirefly air vehicle is analyzed across a range ofMachnumbersM∞ and angles of attackα. In all cases,

atmospheric conditions are taken at Firefly’s launch altitude of 30,000 ft. Because of this, Reynolds

number also changes as a function of Mach number. In these results, several notable aerodynamic

phenomena are captured:

1. Near the zero-speed condition (M∞ ≤ 0.05), the Reynolds number also drops quite low, which

precipitates a rise in the drag coefficientCD and a sudden reduction in the lift-curve slopeCLα as

the suction-side boundary layer cannot transition.
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2. At low subsonic conditions, the expected Prandtl-Glauert-like compressibility effects on the

overall pressure distribution are visible, which cause the lift curve slopeCLα to rise with increasing

Mach.

3. At transonic speeds (M∞ ≈ 0.8), the onset of transonic effects is clearly visible. TheMachnumber

at which these effects begin,Mcrit, is a strong function of local pressure drop, and hence, angle of

attack. This cross-dependency is successfully captured by AeroBuildup. After such speeds, lift

drops markedly due to a buffet model, and drag rises due to the onset of wave drag. This shock

effect occurs both at positive and negative angles of attack, but the wing’s ability to sustain a larger

pressure drop on the suction-side surface causes these transonic effects to be more pronounced at

positive angles of attack.

This provides a unique view into this combinationof nuanced aerodynamic effects that is rare to obtain at

the conceptual phase. Because the impact of both transonic and low-Reynolds effects can be considered

together, the designer can make a meaningful prediction about which set of competing aerodynamic

design drivers is likely to dominate the vehicle’s performance.

217



0.0 0.2 0.4 0.6 0.8 1.0 1.2
Mach number M  [-]

15

10

5

0

5

10

15
An

gl
e 

of
 A

tta
ck

 
 [d

eg
]

Lift Coefficient

-0.72

-0.64

-0
.6

4

-0.56

-0.56

-0.48

-0.40

-0.32
-0.24

-0.16

-0.08 0.00

0.08 0.16

0.24

0.32 0.40

0.480.56

0.64

0.72

0.80

0.88

0.96
1.04

1.04
1.12 1.12

1.2
0

1.20

1.28

1.281.3
6 1.36

0.0 0.2 0.4 0.6 0.8 1.0 1.2
Mach number M  [-]

15

10

5

0

5

10

15

An
gl

e 
of

 A
tta

ck
 

 [d
eg

]

Drag Coefficient

0.03

0.030.03

0.03

0.040.04

0.04
0.05

0.05 0.06

0.06
0.07

0.08

0.08

0.09

0.
10

0.11

0.12

0.13

0.14

0.
16

0.17
0.19

0.
21

0.21

0.23

0.23

0.23

0.25

0.
25

0.
25

0.28

0.
28

0.28

0.30

0.30

0.3
3

0.33

0.36

0.36
0.40

1 0 1
Lift Coefficient CL [-]

0.05 0.1 0.2
Drag Coefficient CD [-]

Figure 5-11: Transonic and low-Reynolds-number aerodynamic effects can be simultaneously captured
by AeroBuildup. Here, the MIT Firefly air vehicle is analyzed across a range of Mach numbersM∞ and
angles of attack α. In all cases, atmospheric conditions are taken at Firefly’s launch altitude of 30,000 ft.
Because of this, Reynolds number also indirectly changes as a function of Mach number.

5.4 Cross-Validation of AeroSandbox Aerodynamics Analyses

To assess the accuracy of the three AeroSandbox aerodynamics analyses presented in Sections 5.1, 5.2,

and 5.3, a series of cross-validation studies were performed.

5.4.1 Flying Wing Validation Study

The first such validation study is based on a flying wing geometry described in NACA Report RM-

A50K27 [15], which provides wind tunnel data as a point of comparison. This AeroSandbox validation

case study was originally organized by John Yost [193], and was subsequently refined in collaboration
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with the author.

The geometry used in this study is described fully by Tinling and Kolk [15], and is also visualized in

Figure 5-12. The wing has a 35° quarter-chord sweep, a span of b = 3.098m, an aspect ratio ofA = 10,

and a taper ratio of λ = 0.5. A constant NACA 641A012 airfoil is used along the entire span, with no

twist. Thewing is analyzed at aReynolds number ofRec = 2×106 tomatch thewind tunnel conditions,

corresponding to 91.3m/s (M∞ = 0.26) at sea level.

Figure 5-12: Three-view of the flying wing aircraft geometry used in the AeroSandbox aerodynamics
validation study. Based on geometry used in wind tunnel experiements in NACAReport RM-A50K27
[15].

Using this geometry and freestream conditions, we perform an angle of attack sweep using the
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three AeroSandbox aerodynamics analyses, to compare to wind tunnel experiment. In addition, several

external conceptual-level aerodynamics tools are used for comparison, including:

• AVL [148] (using XFoil [95] for 2D sectional data), a vortex lattice method that is widely used in

conceptual aircraft design.

• OpenVSP’s VSPAero solver [94], which is a 3D panel method combined with form-factor-based

empirical profile drag buildups.

• LORAAX [194], a fully-coupled 3D panel and 2D (strip-wise) integral boundary layer method.

An iterative solution is used to obtain a force-free wake.

AVL [148] (using XFoil [95] for 2D sectional data), OpenVSP’s VSPAero conceptual aerodynamics

tool [94], and LORAAX, a 3D panel and integral boundary layer code. The results of this comparison

are shown in Figure 5-13.
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Figure 5-13: Comparison of aerodynamic polars for the flying wing geometry at Rec = 2 × 106. The
AeroSandbox VLM, lifting-line, and AeroBuildup analyses are compared to wind tunnel data and other
conceptual-level aerodynamics tools. The wind tunnel data is reproduced from NACA Report RM-
A50K27 [15].

In the lift polar of Figure 5-13, we observe that the AeroSandbox lifting line models (both quasi-
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linear and fully nonlinear) capture the nonlinearCL(α) dependency of the wind tunnel data quite well.

Likewise, the AeroBuildupmethod captures the shape of the lift curve reasonably well. Interestingly, the

computational lifting-linemethods tend to err lowon this highly-swept-wing casewhile theAeroBuildup

method tends to err high, and for exactly opposite reasons. To explain further, consider that although the

true lifting line of a highly-swept wing will tend to follow the geometric sweep of the wing, it will tend to

unsweep near the centerline due to the influence of the opposite wing half. A computational lifting-line

method places the aerodynamic lifting line exactly at the locus of geometric quarter-chord-points, which

then underestimates the lift at the centerline. (While there should be a dip in the lift distribution at the

centerline, a computational lifting-line method will predict a more-extreme dip than reality.) On the

other hand, AeroBuildup assumes a uniform downwash14, which results in no dip in the lift distribution

near the centerline. Of course, reality is somewhere in between these two limit cases. The ASB vortex

lattice method estimates the lift quite well when flow is fully attached, but as is the case with any (linear)

vortex lattice method, it struggles to capture the nonlinearities in the lift curve slope near stall.

In the drag polar of Figure 5-13, the AeroSandbox lifting line models and AeroBuildup both achieve

excellent agreement with the wind tunnel data. This is notable, because this polar is typically the most

useful metric of the overall aerodynamic performance of the aircraft. The AeroSandbox vortex lattice

method does not include any profile drag handling, and is thus not expected to match other results – as

discussed in Section 5.1, the primary intended use of the VLM is for flight dynamics analysis rather than

performance prediction.

In themoment polar of Figure 5-13, we see that the AeroSandbox vortex lattice method achieves very

close agreementwithwind tunnel data until separation occurs. This is expected, as vortex latticemethods

14This is usually a reasonable rough assumption for low-induced-drag wings with near-elliptical lift distributions, but in a
highly-swept wing case this is violated.
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have a long and successful history of use for conceptual stability and control analysis. The AeroSandbox

lifting line methods achieve good agreement on the static stability derivative Cmα, but a small constant

error in theCm value itself remains. This is also likely due to underestimation of the lift at the centerline,

as discussed in the lift polar. The AeroBuildup method achieves closer agreement to wind tunnel data,

but it predicts a more gradual onset of stall than the sudden separation seen in experiment.

One of the notable findings of this validation study is that the quasi-linear lifting line and the fully-

nonlinear lifting line yield very similar results across lift, drag, and moment polars. Because of this, the

quasi-linear lifting line is recommended for use in conceptual design, as it ismuch faster to compute. The

fully-nonlinear lifting linemay be useful in specific caseswith extensive and important near-stall behavior.

Nevertheless, in all cases here, the discrepancies discussed are well below the threshold of accuracy

needed for conceptual aircraft design purposes. (Mostly, the deviations discussed in detail here are

presented for theoretical interest.) In particular, the accurate results for the CD-CL polar highlight the

utility of these methods for initial aircraft performance prediction.

5.4.2 Sailplane Cross-Validation Study

The second test included here is a cross-validation study of the AeroSandbox aerodynamics analyses on

a more complex geometry that includes multiple wings (including a non-planar wing) and a fuselage.

This study analyzes aerodynamic performance of a small remote-control-scale sailplane, which is drawn

in Figure 5-14. The main wing has a span b = 2m, a projected area of S = 0.292 m2, and polyhedral

with outer sections angled up 11.3°. The horizontal stabilizer is mounted with a geometric decalage of

5°with respect to the main wing, which keeps the vehicle in trim at zero control surface deflections. The

fuselage geometry is a canted body of revolution, and is somewhat thicker than a typical sailplane to test

whether fuselageCmα andCnβ effects are well-captured.
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Performance is assessed at sea-level conditions with a freestream velocity of 15 m/s, which corre-

sponds to a relatively low Reynolds number of Rec = 155 × 103 referenced to the mean aerodynamic

chord of the main wing.

Figure 5-14: Three-view of the glider aircraft geometry used in the AeroSandbox aerodynamics cross-
validation study.

Figure 5-15 shows the aerodynamic polars for the glider geometry, computed using the AeroSandbox

VLM, lifting-line, and AeroBuildup analyses. In general, trends are relatively similar to the flying wing

case. On lift, good agreement is achieved between all three models. As before, the lifting line and

AeroBuildup models able to capture nonlinear lift curve effects that the VLMmisses.

On the drag polar, the VLMmodel once again only reports induced drag (as no profile drag model is
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included), and thus is not expected tomatch the other models. The lifting line and AeroBuildupmodels

both agree quite closely on their drag predictions across a range of lift coefficients.

On moment prediction, the lifting line and vortex lattice methods agree reasonably well within the

range of angles of attacks that have mostly attached flow (α ∈ [−5°,+12°]). The AeroBuildup method

generally predicts amore-negativeCmα derivative; this is likely erroneous, and occurs due to themethod’s

inability to capture the downwash effects of the main wing on the horizontal stabilizer. This is a known

limitation of the AeroBuildup method, and is a tradeoff of speed vs. accuracy that could be made in

future iterations of the method.
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Figure 5-15: Comparison of aerodynamic polars for the glider geometry of Figure 5-14. Geometries are
assessed at flight conditions corresponding to Rec = 155 × 103. The AeroSandbox VLM, lifting-line,
and AeroBuildup analyses are cross-compared to assess agreement.

In general, the validation studies in this section demonstrate that the AeroSandbox aerodynamics

226



analyses generally agree with wind tunnel data, external analysis tools, and each other. These studies

also indicate that different methods have different strengths and weaknesses: the vortex lattice method is

useful for moment and stability derivative estimation, but AeroBuildup and lifting line methods have an

advantage in force prediction and performance analysis.

5.4.3 Computational Reproducibility

All code and aircraft geometries used in these aerodynamic validation studies are publicly available

within the tutorials section of the broader AeroSandbox repository, available at https://github.com/

peterdsharpe/AeroSandbox/tree/master/tutorial.

5.5 Rigid-Body Equations of Motion

Code-transformations-basedMDO framework are particularly well-suited for solving combined vehicle-

and-trajectory optimization problems, as demonstrated with several of the aircraft design case studies of

Chapter 4. Fundamentally, this is because the trajectory side of the problem (assuming transcription

using direct collocation) forms a large-and-sparse constraint Jacobian, while the vehicle design part of the

problem generally forms a small-and-dense constraint Jacobian. A framework that facilitates automatic

sparsity detection can naturally deal with this varying sparsity structure without user intervention, which

saves significant engineering time.

Implementation fundamentally involves three steps: a) parameterizing the system into a state vector,

b) defining the equations of motion, and b) transcribing the problem into an optimization framework

(i.e., discretization). All three steps can be quite tedious, and are often error-prone (and difficult to

debug) due to their complexity. For example, consider the example equations ofmotion in Equations 5.4-
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5.7; a single sign error will result in silently-incorrect results. Implementing this trajectory optimization

problem manually may be necessary or desirable on problems with unique dynamics (e.g., contact

dynamics during landing gear touchdown), but for many aerospace problems, much of the code is

boilerplate.

Because of this, this thesis implements a general-purpose flight dynamics stack that gives the user the

option to bypass this manual process. One challenge of such a general-purpose effort is that different

aircraft design problems will require different levels of fidelity in the equations of motion. To handle

this, the AeroSandbox dynamics stack uses a series of classes with nested inheritance, starting from the

highest-allowed fidelity model, which are the 3D rigid-body equations of motion given in Equations 5.4

to 5.7. This approach allows the user to select the level of fidelity that is appropriate for their problem,

while minimizing the size and maintenance cost of this codebase through code reuse. Another benefit is

that all classes share the sameAPI, which enables the user to easily swap between different levels of fidelity.

Example: General Newtonian Rigid-Body Equations of Motion
For a rigid 3D object with:

• Massm and body-axis inertia tensor I, in a gravity fieldwith acceleration g in the+ẑe
(Earth-frame) direction

• Position [xe, ye, ze] in the Earth frame
• Velocity [u, v, w] in the body frame
• Orientation given by roll-pitch-yaw Euler angles [ϕ, θ, ψ]
• Angular velocity [p, q, r] in the body frame
• Forces [X,Y, Z] and moments [L,M,N ] in the body frame

Motion is governed by the following 12 coupled first-order differential equations, adapted
fromDrela [154]:
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ẋe = (cos θ cosψ)u+ (sinϕ sin θ cosψ − cosϕ sinψ)v + (cosϕ sin θ cosψ + sinϕ sinψ)w

ẏe = (cos θ sinψ)u+ (sinϕ sin θ sinψ + cosϕ cosψ)v + (cosϕ sin θ sinψ − sinϕ cosψ)w

że = (− sin θ)u+ (sinϕ cos θ)v + (cosϕ cos θ)w
(5.4)

ϕ̇ = p+ q sinϕ tan θ + r cosϕ tan θ

θ̇ = q cosϕ− r sinϕ

ψ̇ =
q sinϕ
cos θ

+
r cosϕ
cos θ

(5.5)

X = m(u̇+ qw − rv + g sin θ)

Y = m(v̇ + ru− pw − g sinϕ cos θ)

Z = m(ẇ + pv − qu− g cosϕ cos θ)

(5.6)

L = Ixxṗ+ Ixy q̇ + Ixz ṙ + (Izz − Iyy)qr + Iyz(q
2 − r2) + Ixzpq − Ixypr

M = Ixyṗ+ Iyy q̇ + Iyz ṙ + (Ixx − Izz)rp+ Ixz(r
2 − p2) + Ixyqr − Iyzqp

N = Ixzṗ+ Iyz q̇ + Izz ṙ + (Izz − Ixx)pq + Ixy(p
2 − q2) + Iyzrp− Ixzrq

(5.7)

From the starting point of Equations 5.4-5.7, the AeroSandbox dynamics stack offers users a series

of simplifying assumptions that can be applied to reduce the complexity of the equations of motion. A

wide variety of possible assumptions are offered, which can generally be grouped as follows:

• Dimensionality and symmetry: Starting from the full 3D equations of motion, users can

reduce to 2D or 1D equations of motion. Even a reduction to two dimensions (e.g., a range-

altitude position parameterization, and assuming left-right vehicle symmetry) offers an enormous

reduction in complexity, since this eliminates almost all of the gyroscopic, centrifugal, andCoriolis

terms.

• State parameterization: Depending on what the “fastest relevant flight dynamics mode” is for

the problem, the state vector can be parameterized in different ways. For example:

◦ With no simplifications beyond equations 5.4-5.7, the vehicle’s state vector has 12 elements
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(position and velocity, each in both a translational and rotational sense; each with 3 com-

ponents). Here, the instantaneous control inputs to the system are forces and moments.

This is referred to as an inertial parameterization, where full motion (e.g., tumbling) can be

captured.

◦ The first possible simplification is to make a point-mass assumption, where the rotational

dynamics (Equations 5.5 and 5.7) are neglected. Instead, now the instantaneous control

inputs are orientation: possibly the Euler angles [ϕ, θ, ψ], but in a fixed-wing aircraft

context this would more likely be parameterized using the aerodynamic orientation angles

[α, β]. This essentially assumes that vehicle can be “pointed” in any desired direction

nearly-instantaneously, since this effect (analogous to a short-period mode in aircraft flight

dynamics) is much faster than the dynamics of optimization interest15. For example, this

is the parameterization used in the Firefly rocket-UAV study of Section 4.2, where the

performance dynamics of interest (e.g., the boost-glide trajectory of Figure 4-7) are much

slower than the vehicle’s orientation dynamics (e.g., the vehicle’s short-period and Dutch

roll modes, both of which are on the order of 10 Hz).

◦ A second further simplification is to also eliminate the translational velocity dynamics

(Equation 5.6). Now, the instantaneous control inputs include not only orientation, but

also the velocity itself. This essentially assumes that the vehicle can be flown at any desired

velocity, and that the dynamics of this velocity change are much faster than the dynamics

of optimization interest. Stated another way, this assumes that transient changes in kinetic

energy are so small that they can be neglected. For example, this is the parameterization

used in the Dawn solar aircraft study of Section 4.3, where the major dynamics of interest
15This is essentially a spectral separation assumption.
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(e.g., solar flux as it varies over 24 hours) are much slower than the transient dynamics of the

vehicle’s velocity (e.g., phugoid mode).

• Velocity parameterization: In all 2D and 3D cases, the velocity vector can be parameterized

in either Cartesian coordinates or spherical coordinates16. (In spherical coordinates, velocity is

parameterized by amagnitudeV ; a flight path angle γ; and a bearing angle, sometimes called track.)

The underlying physics are of course identical, but both parameterizations have unique advantages

in a discretized setting:

◦ Cartesian velocity parameterization yields simpler equations of motion, and it eliminates a

singularity at V = 0; this makes it useful for optimizing aerobatic maneuvers.

◦ Spherical velocity parameterization, on the other hand, offers greatly reduced discretization

error due to the ability to use symplectic (energy-preserving) integrators. Here, the velocity

magnitude maps directly on to the kinetic energy, so exact energy conservation can be

enforced at the parameterization level. This is particularly important for problems involving

high-L/D airplanes, as the even a miniscule error in the direction of the lift force while

flying a curved trajectory will cause it to perform nonzero work, leading to noticeable energy

conservation error. The inherent energy conservation of spherical velocity parameterization

makes it superior for performance optimization problems, since the (adversarial) optimizer

is less able to exploit discretization error to find a solution that is not physically realizable.

For this reason, both the Firefly and Dawn studies use spherical velocity parameterization.

Choosing an appropriate parameterization can easily change the wall-clock solve time of a trajectory

optimization problem by an order of magnitude. For example, if the Dawn solar aircraft design
16In 2D cases, this corresponds to polar coordinates.
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optimization problem were to be parameterized using the full 12-element state vector, the dynamics

would span many orders of magnitude in time scale – with a short-period mode on the order of 1 Hz,

and solar dynamics on the order of 24 hours. This situation corresponds mathematically to a stiff ODE

system, requiring extremely fine time resolution to remain numerically stable. By choosing a parame-

terization that eliminates the fast dynamics (and offering a shared API that makes such simplification

straightforward), the optimization problem becomes much faster to solve and has better convergence

properties. In total, the AeroSandbox dynamics stack offers 8 different “off-the-shelf” classes for the user

to parameterized vehicle dynamics, each with different combinations of choices from the list of possible

assumptions above; this allows the user to identify the appropriate level of fidelity for this problem.

In addition to parameterization, transcription of the dynamics into an optimization formulation is

another common user pain point that the AeroSandbox dynamics stack aims to address. Both direct

collocation17 and single-shooting transcription methods are supported. Empirically, direct collocation

methods tend to result in optimization problems that not only solve faster but also have more stable

convergence, so in general these are preferred. However, single-shooting methods enable the use of

adaptive-step integrators, which can be useful in problems where stiff dynamics cannot be avoided (e.g.,

chemical species kinetics in a rocket engine plume, as demonstrated byMathesius [152]).

Under either a direct collocation or single-shooting approach, a variety of integrators are available

to the user. These include Runge-Kutta methods, forward- and backward-Euler methods, a trapezoidal

method, methods based on Simpson’s rule, and a cubic reconstruction method. This wide gamut of

integrators lets the user select an appropriate integrator, based on speed vs. accuracy and smoothness vs.

discontinuity tradeoffs.

17Described in more detail by Kelly [153]
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5.5.1 Trajectory Optimization Case Study: Low-Altitude Air Racing Optimiza-

tion

While the Firefly and Dawn case studies of Chapter 4 demonstrate the usage of the AeroSandbox

dynamics stackmore broadly for combined vehicle-and-trajectory optimization, this section gives amore

focused case study that demonstrates the deep capabilities of the dynamics stack developed in Section

5.5.

This aircraft trajectory optimization case study focuses on fast, low-altitude flight through moun-

tainous terrain. Ultimately, this nap-of-the-earth flight is often used for evading radar detection while

reaching an objective. This task, recently popularized in prior art by Cruise et al. [195], is a common and

challenging scenario in military aviation.

The task in this case study is to fly a fighter jet between two points 75 km (40 nmi) apart, located near

Riffe Lake, Washington, USA. The aircraft’s aerodynamics and propulsion physics are loosely modeled

after an F/A-18 in full afterburner, ultimately yielding in an averageMach number of 0.95 in the resulting

trajectory. This scenario replicates a mission in Microsoft’s recent Flight Simulator 2020, which allows

results to be compared18 against known fastest times.

18Flight physics will vary slightly between this case study and the Flight Simulator 2020 model, but broader strategic
decisions like whether to fly over or around a mountain make for a meaningful comparison.
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Figure 5-16: Top-down visualization of the optimized trajectory for the air racing optimization case study,
which uses the AeroSandbox dynamics stack. Trajectory follows riverbeds and valleys closely tomaintain
low-altitude flight.

The objective function of this optimization problem is a combination of flying as low as possible

and as fast as possible. A (slight) regularization penalty is also added for aggressive control inputs, which

encourages more human-like piloting. Quantitatively, the objective function is given by:

minimize
(
Total flight duration

(240 seconds)

)2

+

(
Time-averaged altitude (MSL)

(30 feet)

)
+ 10−3 · w (5.8)

where the wiggliness w is obtained by integrating the squared second-time-derivative of each control
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input19, and summing them.

The vehicle dynamics are parameterized using the AeroSandbox dynamics stack; the selected param-

eterization is 3D, uses point-mass equations of motion, and uses a spherical velocity representation. The

optimization problem is transcribed using direct collocation, and cubic spline reconstruction is used

for integration. This reconstruction is discrete, creating a cubic local function representation of each

integrand over each interval based on an overlapping 4-point stencil20; this reconstruction is then exactly

integrated over each interval.

In addition to the constraints obtained via direct collocation of the vehicle dynamics, the following

additional constraints are added to the optimization problem:

• Initial and final state constraints.

• A path constraint that the altitude must be at least 15 meters (49 feet) above the terrain elevation.

This elevation is obtained via a digital elevation model (DEM) of the terrain produced by the U.S.

Geological Survey at 1 arc-second (approx. 30m) resolution [196]. To implement this in away that

is C1-continuous with respect to collocation node location, the elevation model is represented as

an interpolated 2D hermite spline using the AeroSandbox numerics stack [197].

• The track angle may not deviate from the overall goal direction (i.e., start-to-finish) by more than

75°. This prevents the optimizer from flying in circles in low-altitude regions, which can cause

spurious local minima.

• The vehicle’s G-loading must remain in the range [−0.5G,+9.0G] at all times, due to both

19Control inputs include the angle of attack α, the bank angle ϕ, and the throttle setting. Inputs are nondimensionalized
by reference values before integration into thewmeasure.

20This stencil uses the two endpoints of each interval, and one point beyond either side of the interval.
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structural and human factors limitations21.

This optimization problem is nonlinear and also highly nonconvex – a simple example of this

nonconvexity is the multiple local minima that can occur if the optimizer flies to the left or right of

a mountain. To mitigate this, the optimization problem is warm-started using an initial guess from a

simple 2D-grid relaxation using an A∗ search algorithm22.

The resulting trajectory is shown in a top view inFigure 5-16, and in 3Dviews in Figures 5-17 and5-18.

The trajectory is highly dynamic, with the vehicle navigating a series of quick sequential max-G turns in

opposite directions to follow the terrain. The trajectory tends to follow low-altitude areas, like river beds

and valleys, which shows the influence of the objective function. The mean altitude above ground level

(AGL) throughout the optimized flight trajectory is just 18 meters (59 feet), which is remarkably close to

the 15 meter minimum altitude constraint.

To achieve this low-altitude flight, the trajectory optimization algorithm naturally “discovers” a low-

altitude “ridge-crossing”maneuver, which involves an inverted high-G turn. This is shown in Figure 5-18.

This maneuver, which is also used in real-world military nap-of-the-earth flight, allows lower altitudes to

be maintained by exploiting the much-higher positive G limit of the vehicle compared to its negative

G limit. This is a good example of how the trajectory optimization algorithm can discover novel and

unexpected solutions to complex problems, even without any explicit user guidance.

21One motivation for this rather-modest negative G limit is to test whether the optimizer can discover “ridge-crossing”
maneuvers, as demonstrated in Figure 5-18.

22Another good simple choice here would be to initialize using a 3DDubins path, as demonstrated by Vana et al. [198].
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Figure 5-17: 3D visualization of the optimized trajectory for the air racing optimization case study, which
uses the AeroSandbox dynamics stack for both numerical formulation and visualization. Here, the
vehicle navigates a series of quick sequential max-G turns in opposite directions to follow the terrain.
In this figure, the aircraft and wingtip ribbon are drawn at 70x scale for visibility; in some places, this
scaling-up causes a visual artifact where the wingtips appear to barely intersect the ground.
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Figure 5-18: 3D visualization of the optimized trajectory for the air racing optimization case study, which
uses the AeroSandbox dynamics stack for both numerical formulation and visualization. Here, we show
that the trajectory optimization algorithm naturally “discovers” a low-altitude ridge-crossing maneuver,
which involves an inverted high-G turn. This is a common maneuver practiced in military nap-of-the-
earth flight. In this figure, the aircraft and wingtip ribbon are drawn at 70x scale for visibility; in some
places, this scaling-up causes a visual artifact where the wingtips appear to barely intersect the ground.

In short, this case study demonstrates the deep capabilities of the AeroSandbox dynamics stack

to model complex vehicle dynamics with challenging constraints. When combined with the more

performance-oriented case studies in Chapter 4, these examples show how a code-transformations-based

MDO framework facilitates flexible modeling up and down the fidelity ladder.

The code (including data, optimization problem formulation, and visualizations) needed to re-
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produce this case study is publicly available at https://github.com/peterdsharpe/air-racing-

optimization. This source also includes links to video demonstrations of the optimized trajectory for

further inspection.
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Chapter 6
Sparsity Tracing via NaN-Propagation

A key challenge in applying code transformations is handling external black-box (i.e., non-traceable)

function calls within the analysis graph. While code transformations can apply techniques like automatic

differentiation and automated sparsity detection to accelerate traceable code, these efficiency gains are lost

when opaque black-box functions are present. Here, gradient calculation methods must invariably fall

back to slower techniques, such as finite-differencing or complex-step derivative computation [133]. The
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end result is that patching a black-box model into a code-transformations-basedMDO tool using simple

finite-differencing usually leads to poor performance.

To take a first step towards improving black-boxhandling in code transformation frameworks, we can

ask ourselves what the minimum amount of information needed to achieve meaningful acceleration on

black-boxeswould be. In an ideal case, wewould like to have a fast way to directly evaluate the Jacobian of

the black-box function at some given point in the input space. This would allow the black-box function

to be directly patched into the computational graph as its ownprimitive operator. Unfortunately, though

some black-box functions provide direct gradient information, most do not.

If we accept that the Jacobian of a black-box function will need to be computed with finite differenc-

ing to support gradient-based optimization, the next-best option would be to obtain information that

allows us to compute this faster. One example of such information is the sparsity pattern of the Jacobian

of the black-box function. This sparsity pattern essentially gives amap ofwhich inputs have the potential

to affect each output. Armed with this information, we can perform Jacobian compression via coloring

[2, 71, 105]. This allows the Jacobian to be calculated with fewer function evaluations, even in the case

of simple finite-differencing.

6.1 Existing Approaches

Currently, themost commonapproach to obtain the sparsity pattern of a black-box function is a gradient-

based method. First, the (dense) Jacobian is constructed via finite differencing, evaluated at some

particular point in the input space that is assumed to be representative. (In the context of an optimization

framework, this input point usually corresponds to the initial guess.) Then, a critical assumption is

made: it is assumed that any zero entries in this evaluated Jacobian are indicative of a zero entry in the
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true Jacobian – in other words, sparsity seen at one point indicates sparsity at all points. Due to this

assumption, the sparsity pattern constructed with this method is only an estimate, not a guarantee.

The fact that this reconstructed sparsity pattern is only an estimate is inevitable for black-box

functions. To illustrate why, consider a piecewise function, where input xj influences output fi when

xj is within a certain interval but not outside of it. It is possible to construct a pathological black-box

function where this region of influence is arbitrarily small, such that it will nearly never be detected by

direct sampling of the Jacobian. Such cases will result in a false negative in the estimated sparsity pattern:

cases where xj and fi are believed to be independent, when in reality they are not.

This kind of branching code execution is perhaps the most common cause of such false negatives

(often via conditional expressions) in the context of engineering analysis. However, there are other

relevant failure modes as well. One possible cause of false negatives is if the representative input point

yields a partial derivative of zero only due to coincidence, rather than due tomathematical structure. One

simple illustrative example is the function f(x) = x2, if the evaluation point of x = 0 is chosen. Here,

a central finite difference will see zero gradient and incorrectly infer no dependency. On most functions

of practical interest, such points are usually rare within the input space1. However, in an optimization

context, the distribution of user-specified initial guesses is not uniform, and in fact adversarial: users

will preferentially supply near-optimal initial guesses, which have near-zero gradients (if the problem is

unconstrained). Because of this, and as demonstrated later in Section 6.6, this effect can contribute to a

non-negligible rate of false negatives in practice.

False positives, where xj and yi are believed to be related when they are not, are also possible, though

rarer. A practical example where this could occur is with a black-box function that has truncation error,

1In most practical functions f⃗(x⃗) : Rm → Rn, the dimensionality of all manifolds where ∂fi/∂xj = 0 is less than the
dimensionality of the input x⃗. In such cases, almost all points will be free of coincidental zeros.
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perhaps due to a nonlinear solver or numerical integrator that uses a value-dependent convergence criteria.

In such cases, changing one input may alter the number of iterations required for convergence. This can

cause changes in the truncation error of all outputs—even those that are mathematically-unrelated to

that input. Thus, changes in this truncation error (i.e., a differing number of iterations) may yield a

nonzero Jacobian entry, even if the math that the code aims to represent has no such dependency. Other

false positive scenarios, such as stochastic functions, are possible but relatively uncommon in engineering

analysis. In either the false-negative or false-positive case, an interesting observation is that the sparsity of

the function in codemay not match the sparsity of the mathematical model the code aims to represent.

For reasons related to Jacobian compression (described later via demonstration in Section 6.2.3),

the harm caused by a false-negative and a false-positive are very unequal – false negatives are far worse.

The ultimate effect of a false-positive is that subsequent gradient calculations will be slightly slower,

though still numerically correct. On the other hand, the ultimate effect of a false-negative is that

gradient calculations can be incorrect, due to erroneous Jacobian compression. Worse yet, these incorrect

results can occur silently. In the context of design optimization, an incorrect gradient might only be

detected much later in the development effort, when an optimizer consistently cannot converge (as the

KKT conditions cannot be satisfied). By this point in the code development process, the combined

optimization model is usually much more complex, and finding and eliminating an incorrect-gradient

error becomes enormously tedious. Because of this, a newmethod for black-box sparsity estimation that

eliminates false-negative failure modes offers significant value to the end-user, even if it comes at the cost

of false-positive failure modes. In other words, the focus of black-box sparsity estimation within this

context should be to build up a conservative estimate of the sparsity pattern that trades away specificity

in favor of sensitivity.
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6.2 NaN-Propagation Overview and Demonstration

This thesis contribution introduces a novel technique that we callNaN propagation to trace these input-

output dependencies through black-box functions. The name refers to “not-a-number” (NaN), which is

a special value in floating-point arithmetic that is often used to represent undefined,missing, or otherwise

unrepresentable values. The proposed technique exploits the fact that Not-a-Number (NaN) values

are universally propagated through floating-point numerical computations; colloquially, they tend to

“contaminate” any calculation that is given aNaN input. For example, a dyadic2 operationwith a just one

NaNoperandwill returnNaN. This behavior is explicitly part ofmath library APIs that follow the IEEE

754 standard [199], first established in 1985. Because nearly all floating-point math libraries created since

the advent of IEEE 754 follow it, this presents a fascinating way to potentially trace sparsity in a way that

is essentially independent of math library or programming language. By systematically contaminating

inputs to a black-box function withNaN values and observing which outputs becomeNaN, an estimate

of the sparsity pattern can be reconstructed.

As a high-level comparison against the existing technique described in this section, this proposed new

technique:

• Eliminates a false-negative failure mode, namely coincidental zero gradients.

• Adds a new false-positive failure mode, for functions with internal mathematical cancellation.

• Is either equivalent in runtime speed, or potentially much faster due to short-circuiting operators.

This consideration is primarily determined by behavior of the math library used by the black-box

function.

2referring to a function that accepts two input parameters
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• Is compatiblewithmost black-box functions, but not all, due to possible internal handling ofNaN

values. However, this incompatibility is usually easily and immediately detected, allowing the user

to fall back to the existing technique.

This new technique, and strategies and mitigations around these four high-level tradeoffs, are the

focus of the remainder of this chapter.

6.2.1 Example Black-Box Function: Wing Weight Model in TASOPT

Someof themorenuanceddetails of theproposedNaN-propagation technique aremost clearly explained

through demonstration. To do this, we leverage one of the constituent submodels within TASOPT,

an aircraft design optimization suite for tube-and-wing transport aircraft developed by Drela [16]. The

submodel we use is a wing weight model 3, with the major modeling considerations shown in Figure 6-1.

The model is relatively detailed, with 38 inputs and 37 outputs. Inputs include geometric parameters,

material properties, and configuration-level decisions (e.g., the number and location of engines, or the

presence and dimensions of a strut). Outputs are the weights of various wing components, metrics

describing the weight distribution, stresses at key points, and other quantities of interest.

3In TASOPT, this model is named surfw.
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Figure 6-1: Illustration of TASOPT’s wing weight model, reproduced from Drela [16]. The model uses
an Euler-Bernoulli beammodel to compute shear andmoment distribution, and accepts a relatively large
set of geometric parameters as inputs.

For the purposes of this demonstration, the code implementation of this model is accessed through

TASOPT.jl, which is a transpilation of the original Fortran code into Julia performed by Prakash et al.

[200]. We aim to estimate the sparsity pattern of this function from within Python while accessing this

model only through a Python-Julia interface, making this a true black-box functionwritten in an entirely

separate programming language.

246



6.2.2 Sparsity Evaluation

The first step in the NaN-propagation technique is to obtain a representative input. In the context of an

optimization problem, the initial guess provides a natural choice:

input_vector = [114115.099, 37.533, 10.697, ..., 2700.0, 817.0]

Next, we create a set of “contaminated” inputs, essentially by merging this input with one-hot

encoded NaN values:

contaminated_input_vectors = [
[ NaN, 37.533, 10.697, ..., 2700.0, 817.0],
[114115.099, NaN, 10.697, ..., 2700.0, 817.0],
[114115.099, 37.533, NaN, ..., 2700.0, 817.0],
...,
[114115.099, 37.533, 10.697, ..., NaN, 817.0],
[114115.099, 37.533, 10.697, ..., 2700.0, NaN],

]

Finally, we evaluate the black-box function at each of these contaminated inputs, and observe which

outputs become NaN. For example, the output for one such contaminated input is shown below:

contaminated_outputs[18] = [NaN, 3475012.2, NaN, ..., 170545.5, NaN]

This simple procedure yields the complete bipartite graph of which inputs and outputs are linked,

and this can be interpreted as a sparsity pattern. For the demonstration case study, the sparsity pattern is

shown in Figure 6-2.
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Figure 6-2: Sparsity pattern of the TASOPT wing weight model, estimated using NaN propagation. In
this visualization, gray squares indicate nonzero entries in the Jacobian, while white squares indicate zero
entries.

A key result is that this NaN-contamination technique eliminates the possible false-negative failure

mode of coincidental zero gradients that can occur with existing gradient-based methods. Consider the

example case discussed in Section 6.1, where the sparsity of the function f(x) = x2 is traced at x =

0. Here, a NaN-contamination technique will still detect the dependency between x and f(x), while

existingmethodswill not. Because the potential consequence of a false-negative is so large, this represents

a significant advantage over existing methods.
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6.2.3 Jacobian Compression

This sparsity pattern can be used to enable gradient computation accelerations via simultaneous evalua-

tion. More precisely, this involves Jacobian compression across columns, since the gradients of this black-

box will later be obtained with finite-differencing (“forward-mode”-like behavior). Briefly, the steps to

achieve this are:

1. Convert the sparsity pattern into anundirected graph representationwhere eachnode corresponds

to an input (i.e., a column in Figure 6-2), and the presence of each edge indicates that the

corresponding pair of inputs has overlapping sparsity. Conveniently, the adjacency matrix of this

graph can be obtained by computing the Gramian of the sparsity pattern. If the sparsity pattern

is represented as the binary matrix S, then the adjacency matrix of the graph is the binary matrix

STS ̸= 0.

2. Apply a vertex coloring algorithm to this graph. This is a well-studied problemwithmany efficient

approximate algorithms available [201].

Visually, the result of this process can be shown with the compressed Jacobian of Figure 6-3. Here,

several columns show a combination of multiple inputs, and gradients with respect to these inputs

can be safely computed simultaneously due to structural independence. The improvement in gradient

computation speed is case-dependent, but in this demonstration, a reduction from 38 inputs to 25

effective inputs is achieved. Because gradient computation runtime scales linearly with the number of

inputs in a finite-difference (or complex-step) context, this means that all future gradient calculations are

roughly 38/25 ≈ 1.52x faster than a dense Jacobian construction.
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Figure 6-3: Compressed sparsity pattern of theTASOPTwingweightmodel, obtainedby applying vertex
coloring to the sparsity pattern of Figure 6-2.

6.3 Speed Considerations

This gradient acceleration comes at a small upfront computational cost, since performing the sparsity

trace requires a number of function evaluations equal to the number of inputs. This is true for both

existing methods (described in Section 6.1) and for NaN-contamination. This cost is nearly always

worthwhile in the context of design optimization: for theTASOPTwingmodel, a sparsity trace “pays for
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itself” in runtime if the subsequent optimization process requires more than three gradient evaluations.

In some cases, the runtime of a NaN-contamination-based sparsity trace will be essentially equal

to that of standard finite-difference-based sparsity estimate. Intuitively, this makes sense, because both

approaches require the same number of black-box function evaluations. However, in other cases, NaN-

contamination can actually be significantly faster due to operator short-circuiting. In this context, short-

circuiting refers to operators that will check for NaN input values before performing computation; if

any are found, the computation is skipped and a NaN is immediately returned instead. Programming

languages and math libraries vary widely in whether and how they implement NaN-short-circuiting, so

the magnitude of this potential speed-up is highly case-dependent.

6.4 Potential Limitations

While NaN-contamination eliminates a notable false-negative failure mode compared to existing meth-

ods, it also has several possible pitfalls thatmerit discussion. Some of these pitfalls are sharedwith existing

methods, while others are unique to this technique.

6.4.1 Mathematical False-Positives

One limitation of NaN-contamination is that it can introduce new false-positive failure modes. To

illustrate one possible mechanism, consider a scenario where we attempt to NaN-propagate through a

black-box functionwritten in code as f(x) = x−x. Ifx is real-valued, then the correct result of a sparsity

trace is that the input x and the output f(x) are structurally unrelated. However, aNaN-contamination

techniquewill indicate a possible dependencyhere, asNaNvalues donot subtractively cancel. In contrast,

existing gradient-based methods will correctly identify independence. More generally, this kind of false-
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positive can occur in any function where self-cancellation leads to structural independence, such as

f(x) = sin(x)2 + cos(x)2 or f(x) = x0.

In some ways, this false-positive is an unavoidable result of the same properties that allow NaN-

contamination to eliminate false negatives due to coincidental zero gradients. In theory, global knowl-

edge of this function as a computational graph could allow this self-cancellation to be detected and

avoided. However, this would require a level of introspection that is fundamentally incompatible with

the black-box nature of the function.

6.4.2 Internal NaN Handling

NaN-contamination is not compatible with all black-box functions. In particular, black-box functions

that internally handle NaN values may not allow propagation. Most commonly in this scenario, the

function will instead raise an error and halt the computation. This behavior is easily and immediately

detected, and the sparsity detection routine can fall back to existing gradient-basedmethods in these cases.

Amore serious false-negative failuremode can occur if the program actively overwrites NaN outputs

without raising an error, as this can result in false negatives in the sparsity trace. Fortunately, this

overwriting behavior is quite rare in engineering analysis code today. The main way this can occur

is if the black-box code returns special flag values (sometimes called magic numbers) to signal invalid

computation, though this is generally considered an anti-pattern and avoided in numeric code. Even in

code that has this overwriting behavior upon seeing a NaN result, most codes will at least raise a warning

to the user.

Another possible false-positive failure mode can occur if operators within the black-box are overly

aggressive about propagating NaN values. For example, consider a simple matrix-vector multiplication

of the form f⃗(x⃗) = Ax⃗. If a single element of the matrix Aij is NaN, this should result in a single
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NaN output fi, while the remaining elements are unaffected. Most programming languages and math

libraries (e.g.,NumPy, Julia) implement this behavior, allowing an accurate sparsity trace. However, some

older libraries may aggressively contaminate and yield a NaN output for the entire output vector, which

effectively results in false-positives.

6.4.3 Branching Code Execution

Finally, branching code execution remains a challenge for NaN-contamination-based sparsity tracing,

just as it is with existing methods. An example of this can be shownwith the wing weight demonstration

problem described in Section 6.2. Here, the input variable iwplan is essentially an enumerated type that

controls the wing configuration. Specifically:

• iwplan = 0 or iwplan = 1 corresponds to a cantilever wing without a strut.

• All other values of iwplan correspond to a wing with a strut.

Perhaps unsurprisingly, the sparsity pattern of the function becomes materially different if the wing

configuration is changed by adding a struct. This is shown in Figure 6-4.
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(a) Without strut (iwplan = 1) (b) With strut (iwplan = 2)

Figure 6-4: Sparsity pattern of the TASOPT wing weight model, estimated using NaN contamination,
as the presence of a strut is varied by changing an input variable.

With respect to branching code execution, NaN-contamination based strategies may have an advan-

tage over existing methods due to the presence of static conditional operators. These operators, which

are offered in several math libraries, allow for conditional statements to be represented at an operator

level rather than a language level. (In many languages, this is a ternary operator with a name similar to

ifelse, cond, or where.) In such operators, both branches of the conditional are evaluated, yet only

one is returned. This contrasts with language-level conditionals (e.g., traditional if statements), where

the actual path of code execution changes. In somemath libraries (e.g., CasADi) static conditionals allow

NaNs to propagate through regardless of the condition—if either branch evaluates toNaN, the result is a

NaN even if theNaNbranchwould not ordinarily be taken. Because of this, NaN-contamination-based

sparsity tracing can potentially handle branching code execution better than existing options, depending

on the math library used by the black box.
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6.5 Mitigating BranchingCode Execution for Black-Box Engineer-

ing Analyses

While branching code execution inherently poses problems for black-box sparsity tracing in the general

sense, there are heuristic strategies that can be used to improve performance in practical cases. In

particular, we look at strategies that tend to work well specifically in the context of engineering analysis

code. In these cases, code branching often corresponds to variables that either change the design

configuration or the mode of an analysis. The iwplan variable discussed in Section 6.4.3 is an example

of this. With this in mind, we can make two observations specific to engineering analysis code that can

be exploited.

First, inputs that trigger branching code execution – collectively, “flag inputs” – are often represented

as discrete data types (e.g., integers, booleans, or strings) rather than continuous types (floating-point

values). Because of this, knowledge of the input data types would allow some inferences to be drawn

aboutwhich inputs are likely to trigger branching execution. In some cases, usersmay be able tomanually

mark flag inputs, either by leveraging domain knowledge or by inspecting known type-stable code4. Of

course, in the general case of a black-box function, this ability to inspect a function’s type signature (either

manually or dynamically) is not guaranteed. However, one possible option is to perform automatic type

inference at runtime based on the types that constitute the initial guess.

Secondly, we can also take advantage of the fact that, in many cases, the value of flag inputs remains

fixed during a single optimization study. For example, the design configuration may be kept fixed in

a sizing study, or an analysis may only be run under certain assumptions. In such cases, the potential

4e.g., if the black-box function is written in a statically-typed language, and the user can view at least the function signature
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damage of a false negative is nullified, because the model is never evaluated on the other code branch.

One possible solution that takes advantage of both of these observations is to use a greedy approach.

Concretely:

1. Run an initial sparsity trace on the black-box model using the initial guess as the input.

2. Every time a new value is observed on a discrete-typed input, re-run the sparsity trace.

3. Take the result of this sparsity trace, and compute the union with all previously-observed sparsity

patterns for this black-box model. Use this new sparsity pattern for Jacobian compression in

subsequent evaluations.

A visual illustration of this method is given in Figure 6-5. Here, the sparsity pattern is iteratively

refined as new values are observed on the discrete-typed input.

+ =

Step 1:
• Trace sparsity with 

NaN-propagation
• Compute gradient, 

take optimization 
step, etc.

Step 2:
• At next iteration, if 

any new values for 
discrete variables are 
seen, redo the 
sparsity trace

Step 3:
• Take the union of the 

new sparsity and the 
previous one, and 
use that going 
forward

Figure 6-5: Illustration of a greedy algorithm for iteratively estimating the sparsity pattern of black-box
models, in the presence of branching code execution. This approach is intended for use with engineering
analysis models, and the process is applied to the example problem of Section 6.2.

It should be emphasized that this algorithm is only a heuristic, and piecewise branching on continu-

ous variables remains problematic. However, this strategy still offers substantial practical improvements
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over existing techniques that use a sparsity pattern purely based on Jacobian evaluation at the initial guess.

6.6 Overall Comparison to Existing Methods

In summary, the main advantage of the NaN-propagation technique is that it eliminates a key false-

negative failure mode of existing gradient-based sparsity detection methods. To compare this more

precisely, we can show a side-by-side comparison of the sparsity patterns obtained by each method for

the TASOPT wing weight model. This is given in Figure 6-6. In this example, the initial guess used

for Jacobian evaluation is taken from the TASOPT-supplied default for aircraft design optimization.

Subfigure 6-6b reveals dozens of false negatives (marked as X) that are not captured by existing methods,

but are detected with NaN-propagation. This clearly demonstrates the potential utility of NaN-

propagation for sparsity-tracing black-box code functions.
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(a) Sparsity pattern obtained by NaN-propagation.

X = false negatives!

(b) Sparsity pattern obtained using existing finite-
difference methods. All red X marks denote false neg-
atives that are not captured by existing methods, but
detected with NaN-propagation.

Figure 6-6: Comparison of sparsity patterns obtained byNaN-propagation and existing finite-difference
methods for the TASOPT wing weight model. Existing methods lead to false negatives via coincidental
zero gradients, which can lead to costly mistakes during Jacobian compression.

6.7 Advanced Strategies

This chapter has introduced the core NaN-propagation technique, along with its benefits over existing

methods and potential limitations. In this section, we introduce several advanced strategies that can be

used to further improve the performance of NaN-propagation-based sparsity tracing.

6.7.1 NaN Payload Encoding

One possible extension is based on a recognition that not all NaN values are identical, and there are

multiple unique binary representations that are interpreted as NaN values. Careful use of these values

can essentially allow the encoding of additional information to aid sparsity tracing. To illustrate this,
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consider the binary representation of a single-precision (32-bit) floating-point NaN value, following the

IEEE 754 standard [199]:

NaN = x111 1111 1xxx xxxx xxxx xxxx xxxx xxxx

where: 0, 1 = bit values

x = any bit (with the edge-case exception that not all trailing bits can be zero, or the

value is interpreted as∞)

Regardless of the value of the x bits, this value will be interpreted as a NaN. Therefore, single-

precision NaN representations allow us to encode nearly 22 bits of information (as there are 222 − 2

uniqueNaNvalues) into the these x bits, whichwe call the payload. In double-precision (64-bit) floating

point arithmetic, which is more common in engineering analysis, this payload is even larger at nearly 51

bits.

Crucially, these unique NaN payloads are propagated through mathematical operations. Therefore,

we can “tag” individual inputs with unique NaN payloads, and observe which payloads are present in

the outputs. Because NaN values are no longer fungible, multiple columns of the sparsity pattern can

be simultaneously traced within a single function evaluation. This presents a novel and fundamental

theoretical improvement in the time-complexity of black-box sparsity tracing, since the number of

function evaluations can now be independent of the number of inputs.

An immediate natural follow-up question to ask is how NaN values are propagated through dyadic

operations: in cases where a function receives multiple payload-encoded NaN arguments, it is not

obvious what the payload of the output will be. In general, most programming languages and math

libraries will simply propagate one of the two arguments unmodified, and ignore the other. However,
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which argument is preferred varies. For example, inPython, the addition, subtraction, andmultiplication

operators propagate the first NaN input, while the division and exponentiation operators propagate the

second NaN input.

Because of this effect, some care is needed to take advantage of NaN payload encoding. To

demonstrate this, consider a dyadic black-box function of the form f(x1, x2). Say we perform a sparsity

trace by evaluating the function at x1 = NaN1, x2 = NaN2, with subscripts representing that these

are uniquely identifiable NaN values. If the output of function f is NaN1, this indicates that f is surely a

function ofx1, but the sparsitywith respect tox2 is unknown. Likewise, the opposite is true if the output

is NaN2. In such cases, these simultaneous column evaluations of the sparsity pattern can be thought

to “shadow” one another: a sparsity “hit” on one column precludes receiving any information about

the other column(s). Because of this shadowing effect, the time complexity of NaN-contamination with

payload encoding is not quiteO(1), though it can still be better than theO(N) of existing approaches

(discussed later). Regardless, the real benefit associated with payload encoding occurs when the output

f is a function of neither input, as this allows exclusion of both inputs from the sparsity pattern with

a single function evaluation. This provides theoretical upper- and lower-bound cases on the method’s

time complexity. To reason more intuitively and loosely, any strategy that allows us to gain information

about multiple inputs from a single function evaluation should be as least as fast as standardO(N) time,

and often faster.

This sparsity pattern construction process via NaN-payload-encoding requires an algorithm to

select which combination of columns should be simultaneously evaluated next for sparsity tracing.

Development of an efficient column selection algorithm is left as an area of future work. While this

may at first appear to be a variant of a vertex coloring problem, the shadowing effect creates meaningful

differences and a far more fascinating algorithmic challenge. To aid such future efforts, we offer some
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initial observations that may guide this algorithmic development for the interested reader:

1. During sparsity tracing, the state of the sparsity pattern needs to be stored in away that captures all

currently-known information: one possible representation is a trinary matrix with three possible

states: 0 (no dependency), 1 (dependency), and 2 (unknown). (Other state representations that

admit this partial observability exist5.) Because decisions about column selection need to be made

while the sparsity pattern is onlypartially observable, any good algorithm is inherently probabilistic.

This unknown factor is also why this algorithm is not simply a degenerate case of a graph coloring

algorithm.

2. A good algorithm likely benefits from some tracker of the belief state about the overall density

of the sparsity pattern (i.e., the fraction of unknown entries that are likely to be dependent vs.

independent). This is because the number of columns that should be evaluated simultaneously is

conditional on the estimated density of the sparsity pattern. If we believe that the sparsity pattern

is relatively dense, then fewer columns should be evaluated simultaneously, as the shadowing

effect will be significant. Conversely, if the sparsity pattern is believed to be sparse, then we

should bemore aggressive about evaluatingmore columns simultaneously, since wewill gainmore

information per function evaluation in expectation.

One possible way to implement this density belief state is to use a Bayesian approach, where the

belief state is updated at every step based on the results of the previous function evaluations. The

initial belief state could be an uninformative prior (e.g., a uniform distribution), or one could

accept a user-supplied estimate. This approach has some flaws (e.g., assuming the sparsity of each
5An example would be a continuous belief state based on priors about how engineering code sparsity patterns tend to

be arranged, like block-diagonality. This is more complicated, but could allow inference based on structural patterns in
the partially-observed sparsity matrix. This may also have benefits in cases where branching code execution is observed, as
uncertainty about sparsity can be recorded into the state and used to strategize.
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entry is independent), but it presents a reasonable starting point.

3. An algorithm that selects which combination of columns should be evaluated next is inherently

a combinatorial optimization problems. These are notoriously slow to solve, in the general

case. However, if the black-box function is slow to evaluate (as it often is, in the case of higher-

fidelity engineering analysis), it may be well worth it to solve this column-selection problem in

order to minimize the number of required evaluations. In addition, there are strategies that can

accelerate this combinatorial optimization problem in this context. These could include dynamic

programming (since similar versions of this problem are solved sequentially), heuristic methods

(e.g., simulated annealing, genetic algorithms), or continuous relaxation.

As a practical matter, one possible objective function of this optimization formulation is to

maximize the expected value of information gain (measured by entropy) in the sparsity pattern,

given the current belief state. In principle, this is similar to some forms of Bayesian optimization.

4. We hypothesize that best-case time complexity6 should approach O(log(N)), as measured by

the number of function evaluations and where N is the number of inputs. This best-case

complexity occurs in the limit of low-density sparsity patternswhere the shadowing effect becomes

insignificant, as column selection becomes that are amenable to recursive halving7. A worst-case

time complexity isO(N), which would occur in the case of a fully-dense sparsity pattern—this is

identical to both existing methods and NaN-propagation without payload encoding.

6ignoring the trivial case where the pattern is all-zeros and this is suspected in advance
7by similar logic to scaling in a binary search
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6.7.2 Chunking

Another novel proposed acceleration, which we term “chunking”, seeds multiple adjacent elements of

the input vector with NaN values simultaneously. This is similar to the multiple seeding associated with

payload NaN encoding, but its inclusion here is meant to emphasize that some benefits can be achieved

even without uniquely identifying NaN values, in cases where this direct bit-manipulation may not be

possible or desirable.

As an example: if pairs of adjacent inputs are seeded, this has the benefit of halving the number of

function calls, at the detriment of providing overly-conservative sparsity information8 (i.e., onewith false

positives). This exploits the fact that a conservative sparsity pattern can still provide some speedup during

Jacobian compression, even if it is less than whatmight be achieved with amore accurate sparsity pattern.

It also exploits the fact that sparsity patterns of human-written code are not uniformly random. In

particular, these sparsity patterns tend to have a high degree of locality (e.g., inputs at indices 3 and 4 are

much more likely to share a similar sparsity pattern than inputs at indices 3 and 30). This locality is due

to the fact that, in an engineering analysis withmultiple submodules, humans tend to code submodule A

in its entirety before implementing submodule B. Because of this, these chunked sparsity patterns using

adjacent inputs can be surprisingly accurate approximations in practice.

Thus, chunking may offer significant speedups in engineering practice by exploiting typical problem

structure; a computational analogywould be howanA∗ graph traversal algorithmoutperformsDijkstra’s

algorithm in practice despite identical worst-case complexity. This and other heuristics can significantly

reduce the number of black-box function evaluations required to trace the sparsity pattern.

8since one cannot determine which NaN input caused a given output to return NaN, so neither input can be ruled out –
both inputs must be assumed to be the possible cause
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6.8 Computational Reproducibility

All source code used to generate example results in this chapter is publicly available at https://github.

com/peterdsharpe/nan-propagation.
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Chapter 7
Physics-InformedMachine Learning Surrogates

for Black-BoxModels

This chapter includes content from a manuscript written by the author [202, 203].

This thesis contribution demonstrates a method of interfacing external black-box physics models

with a code transformations paradigm. In this context, a “black-box” refers to a computational analysis
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where only the inputs and outputs are observable. Hence, the internal workings of such a function

cannot be automatically traced into a computational graph, and code transformations cannot be applied

without special treatment.

Black-box functions can arise when modeling at any level of fidelity. However, as a practical matter,

the limitations of black box models become particularly troublesome when dealing with high-fidelity

analyses. This is because the most straightforward workaround — rewriting the black-box analysis in a

traceable form – becomes less feasible as the complexity of the model increases.

Although low- andmid-fidelitymodels are oftenmore than adequate for conceptual design, there are

some cases where higher-fidelity modeling with black-box codes is critical. For example, after performing

initial conceptual design with low-fidelity tools, a designer may find that a particular subsystem has

highly sensitive performance and wish to swap in a higher-fidelity model. Even if a user does not have

a specific immediate need for black-box modeling, however, the mere fact that a framework does not

allow black-box models can be a significant barrier to industry adoption. Design optimization tools

can have long life cycles in organizations, sometimes leading to significant lock-in effects. Therefore,

some conceptual designers are understandably hesitant to adopt a code-transformations-based design

optimization framework without an assurance that mid- and high-fidelity tools have some eventual

pathway to inclusion, if later needed. Hence, providing a method to bring these models into a code

transformations paradigm is an important step towards boosting practicality.

Over the past decade, physics-informed machine learning tools have become an increasingly popular

way to create rapid surrogates of high-fidelity models for complex physical systems. Because these

models are typically constructed to be compatible withmachine learning frameworks, they are invariably

traceable — if not by the design optimization framework, at least by the machine learning framework.

Therefore, there is strong theoretical reason to believe that such models could be directly usable within
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a code-transformations-based design optimization paradigm, with appropriate framework interfaces.

However, the practicality of this approach has not been widely demonstrated in the context of aerospace

design optimization.

In addition to these questions about framework compatibility, there are also more traditional

concerns to address that are relevant for any surrogate modeling approach. These include common

questions about speed-accuracy tradeoffs, but also about applied concerns, such as the generalizability

and robustness of these machine learning surrogate models in the presence of adversarial optimization.

To demonstrate and examine some of these effects, this chapter describes a case study for a tool called

NeuralFoil. NeuralFoil is an open-source Python-based tool for rapid aerodynamics analysis of airfoils,

similar in purpose to XFoil. Speedups ranging from 8x to 1,000x over XFoil are demonstrated, after

controlling for equivalent accuracy. NeuralFoil computes both global and local quantities (lift, drag,

velocity distribution, etc.) over a broad input space, including: an 18-dimensional space of airfoil shapes,

possibly including control deflections; a 360° range of angles of attack; Reynolds numbers from 102 to

1010; subsonic flowsup to the transonic drag rise; andwith varying turbulence parameters. Resultsmatch

those ofXFoil closely: themean relative error of drag is 0.37% on simple cases, and remains as low as 2.0%

on a test dataset with numerous post-stall and transitional cases. NeuralFoil facilitates gradient-based

design optimization, due to its C∞-continuous solutions, automatic-differentiation-compatibility, and

bounded computational cost without non-convergence issues.

NeuralFoil is a hybrid of physics-informedmachine learning techniques and analytical models. Here,

physics information includes symmetries that are structurally embedded into the model architecture,

feature engineering using domain knowledge, and guaranteed extrapolation to known limit cases. This

chapter also introduces a new approach to surrogate model uncertainty quantification that supports

robust design optimization.
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In this chapter, we discuss the methodology and performance of NeuralFoil with several case studies,

including apractical airfoil designoptimization study includingboth aerodynamic andnon-aerodynamic

constraints. Here, we show that NeuralFoil optimization is able to produce airfoils remarkably similar

in performance and shape to expert-designed airfoils within seconds; these computationally-optimized

airfoils provide a useful starting point for further expert refinement.

7.1 Introduction

In conceptual aircraft design, the problemof shaping a typical wing is usually decomposed into two parts:

planform design and airfoil design. The latter, which is the focus of this case study, is a multidisciplinary

design problem that requires consideration of a variety of aerodynamic, structural, and manufacturing

objectives and constraints. A non-exhaustive list of major considerations could include:

• Profile drag across the expected operating range of the airfoil (spanning lift coefficients, Reynolds

numbers, andMach numbers), including adequate off-design performance [33];

• Pitching moment and aft-camber coefficients, which can drive tail sizing (modifying trim drag),

affect divergence speed;

• Hingemoments and control effectiveness of any control surfaces, which drive actuator design and

weight;

• Stall behavior, which can affect handling qualities and safety;

• Thickness at various points, in order to accommodate fuel volume and required structural

members to resist failure (e.g., by bending, buckling, divergence, flutter, or control reversal);[158]
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• Sensitivity to boundary layer performance, freestream turbulence, and trips, all of which impose

constraints on surface finish, cleanliness, and manufacturing tolerances [204–206];

• Peak suction pressures, which affect the critical Mach number in transonic applications or cavita-

tion in hydrodynamic applications;

• Shock stability and buffet considerations in transonic applications;

• Manufacturability, which might include flat-bottom airfoil sections, strictly-convex airfoil shapes

(e.g., to accommodate shrink-coverings, which are common in ultra-lightweight applications

[207]), or restrictions on trailing-edge angle.

These airfoil design drivers often differ considerably at different locations along the span of the

wing, which often leads to a family of airfoils being used in the design of a given wing. To fulfill

such design requirements, a designer will typically either find an existing airfoil or design a new airfoil.

Given the specificity of the requirements illustrated in the list above, designing bespoke airfoils can yield

considerable performance improvement.

Currently, three approaches are commonly used to computationally design new airfoils: inverse

design methods, direct manual methods, and optimization methods. In the inverse design approach,

popularized byDrela’s XFoil code [95] andEppler’s Profil code [208, 209], conformalmappingmethods

are used to reconstruct a new airfoil shape from a user-specified pressure distribution. This has the

benefit of allowing the engineer to directly operate on the most relevant aerodynamic quantities, and it

produces considerable design insight. However, it can be time-consuming to produce airfoils that satisfy

non-aerodynamic constraints (e.g., manufacturability, spar thickness) due to the lack of direct control

here. Conformal mapping methods are also only strictly applicable to potential-flow-governed regions,
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so the specified pressure distribution is often only the inviscid, rather than the viscous (true) pressure

distribution1.

In the directmanualmethod (or “geometric design”method, using parlance fromXFoil), an engineer

formulates an airfoil shape directly and modifies this iteratively by hand. Aerodynamic analysis is

performed by any code that will perform the forward problem (geometry → aerodynamics), such as

XFoil, MSES [210], or any RANS-based CFD code [84]. This allows for easier satisfaction of non-

aerodynamic constraints. However, it is predictably more difficult to directly target aerodynamic

quantities. Significant user expertise is also required to identify the most relevant geometric parameters

and to make effective changes to the airfoil shape.

In the optimization approach, a parameterized airfoil shape is optimized to minimize a cost function

and satisfy specified constraints (whichmay be both aerodynamic and non-aerodynamic). At first glance,

this appears to be an automation of the direct manual method. However, Drela and others note the

surprising difficulty of posing the correct optimization problem [32, 33], so this approach often requires

just as much (if not more) human expertise than the direct manual method. As stated by Drela [33],

optimization-based airfoil design “is still an iterative cut-and-try undertaking. But compared to [direct]

techniques, the cutting-and-trying is not on the geometry, but rather on the precise formulation of

the optimization problem.” To support this, Drela gives compelling case studies of how airfoil design

optimization can go awry in the absence of user review and care2. However, despite these cautionary

notes, the optimization-based airfoil design approach also offers compelling benefits: resulting airfoil

performance can equal that of airfoils sculpted by an expert user, particularly on problemswith unique or

1This can be alleviated by using nonlinear optimization to target the viscous pressure distribution, albeit with reduced
numerical robustness.

2Some codes, like LINDOP [210], alleviate this somewhat by using a hybrid of the direct and optimization approaches:
update directions are computed by an optimizer, but the actual changes are reviewed and implemented by a human between
iterations.
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otherwise non-intuitive constraints [33]. This optimization process can also require orders ofmagnitude

less engineering time, and it provides a systematic and disciplined approach that is especially suited to the

most challenging design problems [211].

In all these methods, some form of a computational tool for airfoil aerodynamics analysis is required.

For subsonic airfoils, the industry gold standard of such tools is XFoil [95]. Morgado et al. find that

XFoil actually exceeds the accuracy of RANS-CFD-based tools in subsonic cases [212], yet it has a

computational cost that is roughly 1,000x lower than RANS approaches – a testament to the power

of its modeling approach, which strongly-couples integral boundary layer and potential flow methods.

A complete description of this modeling approach is available in Drela’s Aerodynamics of Viscous Fluids

[213], and in recent state-of-the-art work by Zhang [184, 214]. However, despite XFoil’s many strengths,

it has several attributes that make it less-than-ideal for directly driving numerical optimization studies

[84]. Among these:

• XFoil is not guaranteed to produce a solution. When an “ambitious” calculation is attempted,

XFoil often fails to provide a converged solution; the unconverged result often haswildly-diverging

values and is effectively unusable. In some cases, calculations can lead to infinite loops or

process crashes due to unhandled exceptions. While this is acceptable in certain applications (e.g.,

manual direct analysis), it is generally unacceptable for use in numerical optimization. Instead,

optimization strongly benefits from a robust analysis tool that always produces a result, even if

that result has degraded accuracy; this allows the analysis to steer the optimizer back towards

the design space of reasonable airfoils [211]. A particularly useful attribute is when the model is

deliberately made to be slightly pessimistic (e.g., overestimate drag) in regions of the design space

with high uncertainty, adding further optimization pressure towards reasonable designs with low
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performance uncertainty.

◦ More generally, design optimization is not the only application that strongly benefits from

an aerodynamics analysis tool that always produces an answer. Other examples where a non-

answer, infinite loop, or crashed process are unacceptable include real-time control (e.g.,

as an aerodynamic model for a model-predictive controller onboard an aircraft) and flight

simulation.

• XFoil solutions are not necessarily unique, and slightly different solutions can be obtained for the

same analysis problem (airfoil shape, angle of attack, and Reynolds and Mach numbers). In prac-

tice, this manifests as an effective hysteresis depending on whether the angle of attack is swept up

or down. This flow non-uniqueness is in fact a real physical3 effect [211, 215, 216]. However, this

non-uniqueness can be exceptionally problematic for numerical optimization, as an infinitesimal

change in an input parameter can result in the solution jumping to a different Newton basis of

attraction. Therefore, there is no limit to how sensitive performance can be to input parameters,

which hampers techniques like finite-differencing for gradient-based optimization.

• XFoil solutions are non-smooth4 with respect to input parameters, whichmakes them fundamen-

tally incompatible with gradient-based optimization. (Any attempt to directly optimize XFoil

results with gradient-basedmethods invariably results in premature stopping at a local minimum.)

Interestingly, this is a consequence of how laminar-turbulent transition is handled by XFoil’s

integral boundary layer solver. This solve requires the use of laminar and turbulent boundary layer

closure models, which are curve-fitted functions that yield various necessary quantities (H∗, cf , cD,

3For example, flow over an airfoil may separate as its angle of attack increases past 12°, but it may not fully reattach until
the angle of attack descends back to below 11°

4precisely, they areC0 continuous but notC1 continuous
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etc.) of the von Karman integral momentum and kinetic energy equations as a function of the

two values that parameterize the boundary layer (H , Reθ). The laminar and turbulent versions of

these functions differ. XFoil implements a cut-cell approach on the transitioning interval, which

restores C0-continuity (i.e., transition won’t truly “jump” from one node to another discretely);

however, a sharp change in gradient occurs whenever an individual node switches its equation

from laminar to turbulent. Adler et al. provide a graphical depiction of this phenomenon [84].

• Most interfaces between an optimizer and XFoil communicate through a series of text files (i.e.,

hard disk), rather than by sharing data in memory (i.e., RAM). Given the quick speed of an

individual XFoil run, this input-output overhead imposes a non-negligible performance penalty.

While this programming-language-agnostic interface is arguably oneof the reasons forXFoil’s long-

enduring popularity, it comes at the cost of runtime performance if the tool is to be used in a

high-throughput setting (e.g., for design optimization or aerodynamic database construction).

This motivates the development of a new airfoil aerodynamics analysis tool that captures the advan-

tages of XFoil (accuracy, speed) while mitigating these drawbacks (i.e., incompatibility with gradient-

based optimization, non-convergence challenges). In recent years, many fields have benefited from

a hybrid data-and-theory approach [217], where data-driven models are used to augment traditional

physics-based models with learned closures. This NeuralFoil case study presents a similar physics-

informed approach as applied to analyzing airfoil aerodynamics.
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7.2 NeuralFoil Tool Description and Methodology

7.2.1 Overview

To address these needs, this chapter introduces NeuralFoil, a tool for rapid aerodynamics analysis of

airfoils, similar in purpose to XFoil [95]. A precise list of inputs and outputs to NeuralFoil is given in

Figure 7-1.

Inputs

• Airfoil shape, parameterized
as described in Section 7.2.2

• Angle of attack α

• Reynolds number Rec

• Mach number M∞

• Freestream turbulence Ncrit

• Forced trips xtr,top/c, xtr,bot/c
(optional)

• Control surfaces (both hinge
locations and deflection
angles)

NeuralFoil

Outputs

• Bulk outputs (scalars):

◦ Lift coefficient CL

◦ Drag coefficient CD

◦ Moment coefficient CM

◦ Critical Mach number
Mcrit

◦ Upper- and lower-
surface turbulent
transition locations

• Detailed outputs (vectors):

◦ Boundary layer (BL)
momentum thickness θ

◦ BL shape factor H
◦ BL edge-velocity
distributiona ue/u∞

aThis contains identical information
as the surface pressure distribution, under
thin-shear-layer assumptions [95]

Figure 7-1: User-facing inputs and outputs of the NeuralFoil model.

Although NeuralFoil’s results will be most accurate in “well-behaved” flow regimes (e.g., attached flow),
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reasonable aerodynamics estimates can be expected:

• For nearly all practical single-element airfoil shapes that can be analyzed with XFoil, including

modifications for trailing-edge control surface deflections up to substantial deflections (roughly

±40°)

• Across the 360° angle of attack range, by leveraging analytical post-stall models regressed from

high-α wind tunnel data by Truong [218]

• Across a large range of Reynolds numbers (roughly 102 to 1010; described in Table 7.2), with

physically-sensible extrapolation even beyond this range (e.g., Stokes flow limit)

• At Mach numbers from zero to the transonic drag rise

NeuralFoil has a mathematical form that is fully explicit (i.e., no iterative solvers are used; there is no

value-dependent code execution). This guarantees that a deterministic result is returned in bounded

computational time and without any need for initial guesses. This also makes compatability with

automatic differentiation frameworks much more straightforward, as the computational graph is static

for any input. At a high level, the mathematical model within NeuralFoil consists of the following main

steps:

1. Pre-solve: Converts the user-supplied airfoil shape into the required parameterization (including

any control surfaces, which are made part of the airfoil geometry as described in Section 7.2.2)

2. Encoding: Transforms all inputs (exceptMachnumber, which is treated later) into an appropriate

input vector space for the neural network. This is performed using prescribed functions based on

domain knowledge.
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3. Learned Model: A learned neural network maps from this latent vector space to another latent

vector space.

4. Decoding: Transforms the outputs of this neural network back into the space of user-facing

outputs. This is also performed using prescribed functions based on domain knowledge.

5. Uncertainty quantification, model fusion, and extrapolation: Based on the neural network’s

self-reported trustworthiness (via a process described in Section 7.2.4), the network’s results are

merged with analytical models for airfoil behavior in massively-separated flow conditions.

6. Compressibility correction: The solution is corrected for non-zeroMach numbers using analyt-

ical methods, as described in Section 7.2.4.

In the following sections, we will describe this model architecture and theoretical basis inmore detail.

Readers primarily interested in general performance metrics and validation studies are invited to skip

ahead to Section 7.3. Readers primarily interested in a practical aerodynamic shape optimization example

are directed to Section 7.4.

7.2.2 Pre-Solve

Airfoil Geometry Parameterization

NeuralFoil accepts user-specified airfoil shapes in a variety of common formats – for example, as an array

of (x, y) coordinates, as a standard coordinate-array *.dat file, as a series of CST parameters, or as an

Airfoil-class object within the AeroSandbox aircraft design optimization framework [1].

Underneath this interface layer, NeuralFoil converts this specified airfoil geometry to an 8-parameter-

per-side CST (Kulfan) parameterization, including Kulfan’s added leading-edge-modification (LEM)
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and trailing-edge thickness parameter [17, 18]. This gives a total of 18 parameters to describe a given

airfoil shape, which are illustrated in Figure 7-2. This parameterization family was chosen due towork by

Masters [19] and others, which shows that this is one of the most parameter-efficient representations of

airfoil shape. Kulfan’s parameterization is strongly related to an orthogonal polynomial decomposition

using Bernstein polynomials. Because of this, the format is interpretable: it is a linear combination of

mode shapes, each of which is roughly locally-supported5. Another benefit of the CST parameterization

is interoperability, as it is commonly implemented in existing aerospace tools such as OpenVSP [94].

The CST parameterization allows for varying numbers of degrees of freedom. An 18-parameter

representation was chosen based on the work of Masters [19], which shows that error in aerodynamic

force prediction decreases substantially near this threshold. Thus, this parameterization strikes an

acceptable balance between parameterization error and dimensionality. The 18-parameter representation

also corresponds to one of the initially-proposed discretization levels proposed by Kulfan [17] (labeled in

this work as “BPO8”), so this parameterization is a natural choice for compatibility with existing airfoil

design tools.

Conversion of user-specified airfoils to this format for NeuralFoil to use is automatically and

efficiently handled as a least-squares fitting problem.

5this contrasts with approaches such as taking an SVD over a standard airfoil database, which creates less-interpretable
mode shapes
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Figure 7-2: Geometry input parameterization used by NeuralFoil. Parameterization is an 18-parameter
CST (Kulfan) parameterization [17–19]. Each colored line in the figure represents a mode shape
associated with one of these parameters; modes are linearly combined to form the airfoil shape.

Control Surfaces

Control surfaces are handled as a degenerate problem by re-normalizing the deflected airfoil shape. This

is illustrated in Figure 7-3. In step 1, an example airfoil is given. In step 2, a user-specified control

surface deflection is applied. In step 3, the airfoil is re-normalized by applying the necessary similarity

transformation (rotation, translation, and scaling) such that the leading-edge and trailing-edge locations

are placed at their standard (0, 0) and (1, 0) locations in chord-normalized airfoil coordinates. The

geometric rotation required for this re-normalization is later applied as a change in the effective angle

of attack, ∆α. For consistency, the scaling factor required for this operation is also later used to scale

the input Reynolds number appropriately, though the effect of this Reynolds scaling is typically minor.

Finally, the resulting pitchingmomentmust also be adjusted to account for the shifting of the force center

due to translation during re-normalization.
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Figure 7-3: Illustrationof the automatic procedure for handling control surface deflections inNeuralFoil.

Also visible in Figure 7-3 is the geometric effect of restricting the airfoil shape to the space of CST-

parameterized airfoils, which is performed along with the re-normalization step between steps 2 and 3.

The effect of this is that the sharp corners associated with the control surface deflection are smoothed

out, which is a consequence of the smooth mode shapes associated with the CST parameterization. The

rationale behind accepting this loss of fidelity here is that the control surface deflection invariably causes

a turbulent transition at the deflection point on the suction side, regardless of whether the sharp or

smoothed geometry is used. Because the turbulent boundary layer that follows the hinge is less sensitive

to the pressure distribution (and hence, airfoil shape), the loss of geometric accuracy is less significant.

Nevertheless, some loss of aerodynamic accuracy is to be expected.

To quantify this loss of accuracy, Figure 7-4 shows airfoil aerodynamics results obtained by both

NeuralFoil and XFoil for various control surface deflections. Notably, reasonably close agreement is seen

even for control surface deflections as aggressive as±40°.
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Figure 7-4: Accuracy of NeuralFoil on an airfoil with large control surface deflections. Here, we show
aerodynamics results from both NeuralFoil and XFoil. All runs are on a NACA0012 airfoil at Rec =
106,M∞ = 0, and α = 0°, with varying control surface deflections on a trailing-edge flap hinged at
x/c = 0.70.

7.2.3 Encoding, Learned Model Architecture, and Decoding

After geometry parameterization, NeuralFoil transforms the user-facing inputs and outputs shown in

Figure 7-1 into intermediate vector spaces (latent spaces) that are more amenable to learning by a neural

network. These latent spaces are carefully parameterized such that the learnedmodel has a close-to-affine

mapping of inputs to outputs. Effectively, this is feature engineering using domain-specific knowledge.

This encoding/decoding scheme has two major effects. First, it substantially increases the model’s

parameter efficiency6, since the training data has fewer nonlinearities in this latent space. Secondly,
6i.e., test-set accuracy, relative to the number of parameters (which represent model complexity and computational cost)
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the combination of encoding functions, model architecture, and decoding functions can be used to

guarantee physically-sound extrapolation beyond the dataset [219]. An example that illustrates both

effects is the encoding of both the Rec input and theCD output into logspace. This means that an affine

model in the latent space corresponds to a power-law CD(Rec) model in user-facing space, which is a

relationship supported by physical theory for both laminar and turbulent flows (e.g., Falkner-Skan and

Schlichting boundary layer models [213]).

Encoding

The user-facing input space (shown in Figure 7-1) is transformed into the following input latent space,

which is effectively what is seen by the neural network:

zin = Affine





Airfoil shape (18 parameters)

sin(2α)

sin2(α)

cos(α)

ln(Rec)

Ncrit

xtr,top,forced

xtr,bot,forced





(7.1)

The resulting input latent space zin is 25-dimensional. Note that the inputs described in Equation

7.1 also undergo a simple elementwise affine transformation. This transformation is such that the

distribution of typical inputs in the latent space has a mean of roughly zero and a standard deviation
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of roughly one7. Exact scaling and shift factors are available in the open-source codebase described in

Section 7.5. The purpose of this transformation is to improve the stability of the neural network training

process, as well as to improve the performance of the weight-decay-based regularization strategy that is

later used during training to improve generalization (described in Section 7.2.6).

In addition to the previously-discussed log-space transformation of the Reynolds number, some

nonlinear transformations on the angle of attack α are present andmerit discussion as well. Encoding of

the angle of attack into a purely-trigonometric representation embeds the periodic nature of the problem

into the model architecture. For example, model evaluation at α = 0° and α = 360° are structurally

identical, as these are encoded to the same location in the input latent space. The sin(2α) and sin2 α

terms are directly proportional to common post-stall analytical models of lift and drag, respectively (such

as those byHoerner and Truong [218, 220]). The goal of this representation is to improve generalization

performance in massively-separated flow conditions, where training data is scarce.

The freestream Mach number is a notable omission from the input latent space, and the learned

model is both trained and evaluated on the equivalent incompressible flow. A compressibility correction

is then performed after the neural network evaluation, as described in Section 7.2.4. This dimensionality

reduction was performed to keep the required amount of training data more manageable, and because

analytical models can accurately and quickly perform this compressibility correction (up to the critical

Mach number).

Learned Model Architecture

After encoding inputs into an input latent space,NeuralFoil processes these inputs through a feedforward

neural network (i.e., a multilayer perceptron). NeuralFoil offers eight different deep neural network

7This normalization is performed on the basis of the training data, which is described later in Section 7.2.5.
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models, which offer a tradeoff between accuracy and computational cost. This tradeoff is implemented

as differences in the number and size of hidden layers, which are detailed in Table 7.1 for each model.

Table 7.1: Neural networkmodel sizes offered inNeuralFoil, offering a trade between accuracy and speed.

Model Hidden Layers Neurons per Hidden Layer (width)

“xxsmall” 1 48

“xsmall” 2 48

“small” 2 64

“medium” 3 64

“large” 3 128

“xlarge” 4 128

“xxlarge” 4 256

“xxxlarge” 5 512

Each layer is a fully-connected linear layer. The activation function applied between each layer is the

Swish function8, defined as σ(x) = x/(1 + e−x). Compared to typical machine learning scenarios,

the choice of activation function here has surprising importance, due to the desired properties of the

resulting model. The Swish activation function is smooth (C∞-continuous), which makes the resulting

neural network a smooth function as well. By preserving this continuity, NeuralFoil is made muchmore

amenable to later gradient-based design optimization.

Likewise, the asymptotic behavior of the Swish function has key implications. Networks with

activation functions that asymptote9 to piecewise-linear functions with differing positive and negative
8sometimes written with an optional parameter β, which we set as β = 1
9When we refer to the asymptotic behavior of a function here, we’re referring to the function’s behavior when evaluated

at some x⃗, in the limit |x⃗| → ∞ in any direction. Colloquially, this refers to the function’s behavior when one “zooms out”
enough such that the nonlinearities occupy a negligble portion of the domain.
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slopes (e.g., Swish, ReLU, LeakyReLU, Softplus) have fundamentally different extrapolation properties

than networks with activation functions that asymptote to a constant (e.g., Sigmoid, Tanh). The

former creates networks that asymptote to locally-affine functions, while the latter creates networks

that asymptote to locally-constant functions. This observation about network extrapolation properties,

discussed in greater detail by Xu et al. [219], forms part of the justification for the latent space encodings

described in the previous section where affine extrapolation is physically-consistent. Other activation

functions were also considered. For example, the Softplus activation function meets many of the

aforementioned criteria, but here it was abandoned in favor of Swish because networks with the latter

achieved slightly better generalization performance.

Considerations during training of this network are discussed in Section 7.2.6.

Embedding of Angle of Attack Symmetry

A key step during neural network evaluation (applied both during training and inference) is the embed-

ding of physics symmetry with respect to angle of attack. The rationale behind this symmetry can be

intuitively explained with the aid of the illustrations in Figure 7-5. Here, we consider a generic cambered

airfoil at some angle of attack, as well as its “image scenario” consisting of the flipped airfoil at a flipped

angle of attack. The flow physics in these two scenarios should be exactly equal and opposite, which

will not generally be the case unless this is enforced. To enforce this symmetry, NeuralFoil computes the

neural network output for both the original and flipped airfoil, and thenmerges the results. Outputs that

are physically-guaranteed to exhibit even symmetry (e.g.,CD) are averaged, while outputs that exhibit odd

symmetry (e.g.,CL,CM ) are subtracted. More details about this approach to embedding symmetries and

invariants into neural networks are discussed in recent work by Zhang [184].
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Figure 7-5: Illustration of the “image” approach used to structurally embed symmetry with respect to
angle of attack in NeuralFoil.

This symmetry embedding has important impacts for end-use cases of NeuralFoil. For example,

when NeuralFoil analyzes a symmetric airfoil at α = 0°, it will always yield a lift coefficient and pitching

moment of exactly zero10, and upper- and lower-surface transition locations will also be exactly equal.

This exactness would not be the case if other commonmethods, such as data duplication to learn physics

symmetries, were used. A practical case where error in this symmetry would be particularly noticeable

is on an aircraft’s vertical stabilizer. Here, flows around symmetric airfoils at zero local incidence are

common, and any error in enforcing this symmetry would lead to a noticeable nonzero net yawmoment

on the aircraft.

Decoding

The raw result of the learned model is another latent-space vector, which is then transformed back into

the user-facing output space. This decoding process is broadly motivated by the same considerations as

the encoding process, where the goal is to embed physical intuition into the architecture. The output

latent space consists of the following vector, shown here as a function of the user-facing outputs:

10to within machine precision, with differences only due to compensated summation algorithms during matrix multiplica-
tion

285



zout = Affine





Analysis Confidence

CL

ln(CD)

CM

xtr,top

xtr,bot

ln(Reθ) at 64 locations

ln(H) at 64 locations

ue/u∞ at 64 locations





(7.2)

The output latent space has 195 dimensions, and, similar to the input latent space, undergoes

an elementwise affine transformation to normalize the distribution of typical outputs. The “analysis

confidence” output described in Equation 7.2 deserves special attention and is discussed in Section 7.2.4.

The boundary layer outputs in Equation 7.2 are computed at 64 locations along the airfoil surface,

which are evenly spaced in the normalized x-coordinate on the top and bottom surfaces. These data

points are conceptually similar to physical sensors, as they are effectively a discrete projection of the actual

boundary layer flow, which itself is a continuous function of the surface coordinate s. The spacing of

these discrete “sensors” was chosen on the basis of a compressed sensing study, the results of which are

shown in Figure 7-6. In short, this study aimed to determine “optimal sensor placement” for airfoil

boundary layer data: where should one place 64 discrete sensors on an airfoil to minimize the error

when reconstructing the boundary layer data? Data for this study was generated from XFoil via the

same process detailed in Section 7.2.5. Compressed sensor placement was performed using approximate

QR-factorization-based methods described by de Silva et al. [221]
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(a) Optimal sensor placement for minimum-error θ(s)
reconstruction.

(b) Optimal sensor placement for minimum-errorH(s)
reconstruction.

Figure 7-6: Results from a compressed sensing study to determine optimal discrete locations to track
boundary layer data for minimal reconstruction error.

The results in Figure 7-6 show that accurate reconstruction of the momentum thickness θ(s) is

best achieved by roughly-uniform sensor placement. Interestingly, the optimal placement for the shape

factorH(s) is not uniform, but rather is concentrated near the leading edge. SinceH closely relates to

laminar/turbulent behavior and transition location, this result is physically intuitive: small changes inH

near the leading edge have a disproportionate impact on the downstream flow.

7.2.4 Uncertainty Quantification, Model Fusion, and Extrapolation

The “analysis confidence” output detailed in Equation 7.2 can be loosely interpreted as a representation

of NeuralFoil’s self-reported model uncertainty. Quantitatively, this output is trained on binary features

corresponding to whether an XFoil analysis with these input conditions converged. In effect, this is a

classification problem based on whether the surrogate’s underlying model returns trustworthy answers

near a given point in the input space. The raw network output is a logit, which is then transformed into a

confidence score in the range (0, 1)using a logistic function. Example results of this “analysis confidence”

metric are shown and discussed in Section 7.3.2.

Presenting the user with ameasure of analysis confidence has several real-world benefits. First, it gives

the user direct feedback on when the result of a requested analysis should be trusted. Surrogate models,

especially those created with machine learning, invariably lose accuracy when extrapolating beyond
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the training data. This can be mitigated somewhat with embedded physics constraints, but ultimately

NeuralFoil is no exception here. Furthermore, most neural surrogates give no obvious information

about when this spurious extrapolation is occurring. By providing a confidence score, NeuralFoil can

flag these scenarios; this may encourage a user to cross-check with a higher-fidelity model or pursue a less-

uncertain design. Second, the confidence score can be used as a direct constraint during aerodynamic

shape optimization driven by NeuralFoil. This enables a form of robust optimization where results are

guaranteed to be within the region of the input space where the surrogate model is trustworthy.

Learning this “analysis confidence” binary classifier with no priors or physics knowledge presents a

problem, however. Without such modifications, there is no guarantee that the model will extrapolate

towards “untrustworthiness” (i.e., low analysis confidence) when far from the training data distribution.

To enforce this behavior, the analysis confidence logit (i.e., logarithm of odds-ratio) is modified during

both training and inference. The added term is the negative squaredMahalanobis distance11 of the query

point with respect to the training data distribution:

Analysis Confidence = σ
(
(Raw Logit)− (z⃗in − µ⃗)T S−1 (z⃗in − µ⃗)

)
(7.3)

where:Analysis Confidence = The final output of the analysis confidence model, in the range (0, 1)

σ = The logistic function, defined as σ(x) = 1/(1 + e−x)

µ⃗ = The mean of the training data distribution in the input latent space

Raw Logit = The raw output of the neural network, before adding the Mahalanobis

distance term

S = The covariancematrix of the training data distribution in the input latent

11essentially, the Euclidian norm of the multidimensional generalization of the z-score
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space

z⃗in = The query point in the input latent space

Because the covariance matrix of the training data is positive-definite, the correction term is guaran-

teed to asymptote to −∞ as the query point moves away from the training data in any direction. By

contrast, the raw logit is structurally guaranteed to extrapolate to a locally-affine function, as previous

discussed in Section 7.2.3. Therefore, this modification guarantees that the analysis confidence tends

to zero far from the training data distribution. Because this modification is included at both train and

inference time, this modification has minimal effect on themodel’s performancewithin the training data

distribution, and only serves to embed desirable extrapolation properties when outside the distribution.

Another benefit of this modification is that it tends tomake level sets of the analysis confidencemore

convex, since the modification is a quadratic form with a positive-definite Hessian12. By regularizing

the analysis confidence to be “more convex”, this modification ultimately leads to better convergence in

downstream gradient-based optimization problems that use the analysis confidence as a constraint.

The weighting of this Mahalanobis distance term could be varied, depending on how willing the

developer of a neural surrogate is to allow the surrogate to extrapolate beyond the training distribution.

In the case of NeuralFoil, a unit weighting (as shown in Equation 7.3) was chosen and appears to strike a

good balance between extrapolation correctness and the amount of added nonlinearity. However, more

broadly, this tradeoff forms an interesting area of further research in neural surrogates with self-reported

trust metrics.

Based on the analysis confidence of this learnedmodel, NeuralFoil fuses its attached-flow results with

empirical models for massively-separated (post-stall) flow conditions. Specifically, NeuralFoil uses the

analytical post-stall models regressed by Truong [218] to provide a more accurate prediction in these

12directly proportional to the inverse of the covariance matrix
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conditions. Example results showing this post-stall model fusion are given in Figure 7-7.

Figure 7-7: Illustration of the performance of NeuralFoil in massively-separated flow conditions.
NACA0012 airfoil at Rec = 1.8 × 106. Experimental data reproduced from Langley wind tunnel
data in NACA TN 3361 [20]. NeuralFoil computes post-stall lift and drag quite accurately; moment
computation is somewhat less accurate.

The NeuralFoil analysis results have some notable deviations from experiment. First, moment

computation is somewhat less accurate than lift anddrag computation. This is not particularly surprising,

as aerodynamic moment computation is inherently more challenging than force computation: moment

computation requires one to know not only the general magnitude of forces, but the distribution

of such forces. Secondly, NeuralFoil does not capture reversed-flow reattachment near α = 180°.

290



Nevertheless, lift and drag results are relatively accurate, and results follow physically-sensible trends. In

cases where post-stall data would be used (e.g., flight simulation, real-time control, helicopter blade stall,

or recovering from a bad initial guess during design optimization), a less-accurate-but-still-reasonable

answer may be useful. The model fusion shown in Figure 7-7 is also smooth, facilitating later gradient-

based optimization.

Handling of Compressibility Effects

At a high level, compressibility is handled by applying a correction factor to the incompressible results.

This correction factor is computed using Laitone’s rule [222], which is a higher-order variant of the

well-known Prandtl-Glauert and Karman-Tsien compressibility corrections. All of these compressibility

corrections take two inputs: the pressure coefficient in the equivalent incompressible flow Cp0 and

the Mach number M ; they return the pressure coefficient in the actual compressible flow Cp. For

comparison, all three corrections are givenhere, which conveniently show the higher-order terms retained

in each successive relation:

Prandtl-Glauert: Cp =
Cp0

β
(7.4)

Karman-Tsien: Cp =
Cp0

β +M2
∞/(1 + β) · Cp0/2

(7.5)

Laitone [222]: Cp =
Cp0

β +M2
∞/β · Cp0/2 ·

(
1 + γ−1

2
M2

∞
) (7.6)

whereβ =
√
1−M2

∞, and γ is the ratio of specific heats (1.4 for air near standard conditions). In theory,

these compressibility corrections should apply only to the pressure-derived forces on the airfoil, while

the shear forces are relatively unaffected. To approximate this, NeuralFoil applies the compressibility
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correction to the lift force and pitching moment (which are pressure-dominated) but does not apply the

correction to the drag force (which is often shear-dominated). This assumption, while relatively simple,

proves to match compressible airfoil drag data computed with other methods quite closely, as shown in

Section 7.3.5.

Another useful definition is that of the sonic pressure coefficient Cpcrit , which is the pressure

coefficient below which flow goes supersonic. This is derived from the isentropic relations, yielding:

Cpcrit =
2

γM2
∞

(1 + γ−1
2
M2

∞

1 + γ−1
2

) γ
γ−1

− 1

 (7.7)

At the location where supersonic flow first begins atMcrit, Equations 7.6 and 7.7 can be set equal.

This yields a relation that maps the minimum value of the incompressible pressure coefficient Cpmin to

the critical Mach numberMcrit. This relation does not admit a closed-form solution, but it can be solved

numerically; this is shown in Figure 7-8.
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Figure 7-8: Laitone’s rule allows a mapping from the minimum incompressible pressure coefficient
Cp0,min to the critical Mach numberMcrit.

This implicit mapping via a nonlinear solve is less desirable at runtime, for two main reasons. First,

this method is iterative and does not have a static computational graph, complicating compatibility with

automatic differentiation tools. Secondly, it is not guaranteed to converge, depending on the initial guess.

Instead, this relation canbe replacedwith an explicit surrogatemodel, whichwas obtainedusing symbolic

regression (via PySR [223]):

Mcrit =
(
1.0083619− Cp0,min +

(
−0.51058894 · Cp0,min

)0.6553655)−0.5536965

(7.8)

Replacing the implicit mapping of Figure 7-8 with the surrogate model of Equation 7.8 introduces

negligible error, with a corresponding mean RMS error inMcrit of 0.0014 over a representative range

of Cp0,min values13. This relation allows NeuralFoil to estimate the critical Mach numberMcrit relatively
13More precisely: finding the mean error with respect to Mach in the intervalM ∈ [0.001, 0.999].
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accurately using only incompressible quantities, as shown later in Section 7.3.5 and Table 7.4 relative

to full-potential and RANS solutions. For the purposes of Equation 7.8, the incompressible Cp0,min is

computed definitionally from surface values of velocity magnitude, as reported by the learned model:

Cp0,min = 1−
(
umax

u∞

)2

at M∞ = 0 (7.9)

Following a derivation fromMason [224], an empirical relation for the shape of the drag rise beyond

Mcrit is included. Drag in this transonic regime, especially beyond the drag-divergent Mach number

Mdd, is relatively simple and typically errs on the side of over-estimating wave drag. Thus, NeuralFoil’s

predictions of when transonic flow will occur are reasonably trustworthy, but wave drag results deep

within this transonic regime are not. However, given that a primary goal of theNeuralFoil tool is to drive

design optimization, this simple empirical model achieves its purpose of steering an optimizer away from

thick transonic airfoils with strong shocks.

7.2.5 Training Data Generation

Synthetic training data was generated by running XFoil on randomly-generated airfoil shapes and flow

conditions. All training data is analyzed without compressibility in XFoil (i.e.,M∞ = 0); compressible

effects were handled outside of the neural network training process, as described in Section 7.2.4. The

stochastic procedure used to generate the airfoil shapes used in training can be described as follows:

1. First, three parent airfoils are randomly selected from an airfoil database14, and converted to the

Kulfan geometry parameterization. Three random weights are drawn, and the airfoils are merged

14This database consists of 2,174 airfoils, which are drawn fromavariety of sources (most notably, theUIUCairfoil database
[225] and TraCFoil database [226]) and manually cleaned. The database is publicly available via AeroSandbox [1].
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into one based on these weights. This procedure effectively ensures that each training airfoil is

derived from a unique combination of three parent airfoils.

2. To increase the diversity of training data, several further modifications are applied:

• The thickness is randomly scaled by a factor drawn from Lognormal(µ = 0, σ = 0.15).

• The airfoil’s Kulfan parameters are perturbed by a random vector drawn from amultivariate

normal distribution. Themean and covariance of this distribution are taken from the sample

statistics of the airfoil database.

3. Flow conditions are randomly selected. Angle of attack α is drawn from the sum of a uniform

and normal distribution, and Reynolds number Rec is drawn from a log-normal distribution.

Distributional statistics for these variables and transition criteria are given in Table 7.2.

Table 7.2: Summary statistics of flow conditions in the overall dataset, which is later partitioned into
separate training and test datasets. Percentages refer to percentiles of the distribution. Strictly speaking,
this table gives summary statistics for the subset of generated cases that were later associated with a
successfully-converged XFoil run, so the true distribution of the generator is slightly wider. Suffixes ‘k’,
‘M’, and ‘T’ denote 103, 106, and 1012, respectively.

Minimum 2.5% 25% 50% (Median) 75% 97.5% Maximum

Angle of attack α −27.9° −17.3° −7.5° +0.9° +8.7° +17.6° +28.6°

Reynolds number Rec 0.916 1.87k 31.1k 296k 3.47M 262M 2.92T

Critical amplification factorNcrit Uniformly distributed in [0, 18].

Transition locations xtr,forced/c With 80% probability, natural transition. Otherwise, uniform in [0, 1].

In total, 7,913,292 data points (i.e., airfoils and flow conditions) were generated with this procedure

and analyzed with XFoil. Cases that did not result in converged XFoil solutions were not used to train
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physics outputs; however, this non-convergence was still recorded as a binary feature to train the analysis

confidence output described in Section 7.2.4. Overall, 56% of generated cases resulted in converged

XFoil solutions, which suggests that this data-generating process does a reasonable job of spanning the

space of inputs where XFoil convergence is likely. XFoil results that were purportedly converged but

violated physical constraints (e.g., θ < 0,H < 1, non-physical ue values) were also automatically filtered

and treated as unconverged, though this was rare and affected only 0.03% of cases. The distribution

of training data points was sufficiently diverse that converged XFoil results were obtained with lift

coefficients ranging from−2.67 to+3.44.

It is not currently known whether the number of points in this dataset is too little, too much,

or appropriate. As a point of comparison, the number of data points used to train NeuralFoil is

roughly two orders ofmagnitude larger than that of similar studies (see Table 7.5), althoughNeuralFoil’s

data distribution is substantially wider, and hence this may be warranted. In total, data generation

required roughly 24 hours onMIT Supercloud, a computing cluster operated by the Lincoln Laboratory

SupercomputingCenter. It is possible either that similar performance could be achievablewithmuch less

data, or that more data could further improve performance. This is left as an area of future research.

7.2.6 Training Process

The neural networks at the heart of this approach were trained withMIT Supercloud’s GPU computing

capabilities. The training process was implemented using the PyTorch [117] framework. The RAdam

optimizer [227] was used with a decaying learning rate scheduled based on the plateau of the training

loss.

Synthetic data generated using the procedure described in Section 7.2.5 was split into a training

dataset (95%) and a test dataset (5%), with the latter used only to evaluate generalization accuracy.
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Critically, a small amount of weight decay (effectively, a L2-norm penalty on all weight and bias

parameters) was added to the loss function, which improves generalization performance and causes the

network training to asymptote without over-fitting. Other techniques to improve generalization, such as

batchnormalization anddropout, were tested; however, itwas found thatweight decay alone consistently

produced the models with the most accurate generalization to the test dataset. Various hyperparameters

associatedwith training themodel were optimized via a parallelized grid search. Because the weight decay

regularization effectively limits the amount of overfitting that is possible, all models were trained until the

test-set loss reached an asymptote.

The loss function used when training the network is a Huber loss metric on each of the latent-space

outputs shown in Equation 7.2. For this Huber loss, the L1-to-L2 transition point is at δ = 0.05

(recalling that one unit in the output latent space corresponds roughly to the training data’s output

standard deviation). The exception to this Huber loss metric is the analysis confidence output, which is

instead converted to a binary cross-entropy loss. Exact training details are publicly-available as described

in Section 7.5.

Individual components of the loss function are weighted differently, to reflect differing importance

during typical analysis and optimization. The highest weight is applied to drag, followed in descending

order by lift, moment, and transition locations. The relative weightings of such parameters were opti-

mized as a hyperparameter, with the goal ofminimizing generalization error (i.e., test-set performance) of

drag estimation. Interestingly, this error appears minimized not by tilting the weighting entirely towards

drag, but by also adding small but significant weights to other outputs, such as the detailed boundary

layer. Stated more informally, this suggests that the best way to compute drag is to learn a general model

that estimates all physical outputs, rather than a model focused purely on drag. This suggests that the

model learns deeper physics relationships than simple memorization, as the presence of intermediate
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representations results in improved generalization performance on bulk quantities.

7.3 Results and Discussion

7.3.1 Point Validation of NeuralFoil Accuracy with respect to XFoil

Qualitatively, NeuralFoil tracks XFoil very closely across a wide range of angles of attack and Reynolds

numbers. In Figure 7-9, we compare the performance of NeuralFoil to XFoil on aerodynamic polar

prediction. This study aims to evaluate the generalization performance: to what extent is the model

learning physics vs. merely memorizing its training data? This generalization performance forms an

important metric of usefulness for real-world design problems.
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Figure 7-9: Generalization performance of NeuralFoil, assessed by sample validation with repsect to
XFoil on an out-of-distribution airfoil. Each colored line represents an analysis at a different Reynolds
number. Results are for incompressible, viscous flow with Ncrit = 9 and natural transition. Solid
lines representNeuralFoil (“NF”) analyses, which are given for twomodels with different accuracy-speed
tradeoffs. The dotted line represents XFoil results at the respective Reynolds number. Agreement with
XFoil is almost exact for the “xxxlarge” model, across a broad range of angles of attack and Reynolds
numbers.

The airfoil analyzed here was developed separately for a real-world aircraft development program

(DawnOne, a high-altitude long-endurance aircraft [13, 158]), using an inverse designprocess. This airfoil

was not included in the training data, either directly or within the “parent airfoil” database described in

Section 7.2.5. Because of this, this represents a previously-unseen airfoil for NeuralFoil, so no unfair

advantage is gained by memorization. The airfoil geometry itself is also shown in Figure 7-9.

In this study, aerodynamic performance is assessed across a range ofReynolds numbers spanning four
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orders of magnitude. The amplification factor is set asNcrit = 9 and natural transition is used. All cases

are run in the incompressible limit (M∞ = 0).

Figure 7-9 shows that excellent agreement is achieved between NeuralFoil and XFoil. The results

are nearly exact for the “xxxlarge” model, which is the most accurate and computationally expensive

model includedwithNeuralFoil. The “medium“model achieves slightly reduced accuracywhile offering

considerable speed improvements, as shown in Table 7.3.

The Reynolds numbers shown in Figure 7-9 were chosen to illustrate accuracy in a challenging flow

condition that occurs near Re = 80 × 103 for this airfoil. Here, the upper-surface boundary layer

becomes extremely delicate, as illustrated by the sudden, discontinuous jump near CL = 1.0. At

angles of attack below this jump, the boundary layer simply undergoes laminar separation and never

reattaches. At angles of attack above this jump, a laminar separation bubble (LSB) is formed, which

undergoes turbulent reattachment before eventually separating again farther downstream. This specific

effect only occurs in a narrow window of airfoil shapes, Rec, and Ncrit near the values shown in Figure

7-9, which forces the network to rely on learned physics. Nevertheless, this phenomenon is well-captured

by the “xxxlarge” NeuralFoil model, demonstrating its generalization performance. Another benefit of

NeuralFoil shown inFigure 7-9 is the inherentC∞-continuity of its solutions, which smooths outXFoil’s

“jagged” predictions in regions such as the aforementioned discontinuity.

7.3.2 Self-Reported Uncertainty Quantification

As discussed in Section 7.2.4, NeuralFoil self-reports an analysis confidence metric that is intended to

aid the user in assessing surrogate trustworthiness. This metric is shown in Figure 7-10 for the same

airfoil and flowconditions as in Figure 7-9. Notably, regionswith uncertain flow features are immediately

flagged. This includes obvious regions of uncertainty, such as post-stall, but also more subtle ones, such
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as the region near Rec = 80 × 103 and CL = 1.0. Another subtle example is a small region in the

Rec = 100× 106 case nearCL = 1.0, where movement of the stagnation point causes sudden changes

in the bottom-surface transition location, and thus greater uncertainty.

Figure 7-10: Demonstration of NeuralFoil’s self-reported “analysis confidence” metric, shown in an
identical analysis setup as Figure 7-9. In this figure, color represents the value of the analysis confidence
metric, which varies throughout the input space.

7.3.3 NeuralFoil Accuracy on the Test Dataset

To report the accuracy of NeuralFoil on a broader range of airfoil shapes and flow conditions, we can

measure performance on the test dataset. This dataset was generated using the same methods described

in Section 7.2.5, but was not used during training. In total, this test dataset consists of 395,665 cases.

The analysis accuracy on this test dataset is shown in Table 7.3. At a basic level, the figures of merit

are accuracy (here, treating XFoil as a “ground truth”) and computational speed. This table details both
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considerations. The first set of columns shows the error with respect to XFoil on the test dataset. The

second set of columns gives the runtime speedof themodels, both for a single analysis and for a large batch

analysis. Here, the benefit ofNeuralFoil’s vectorization is shown: for large batch analyses, runtimesmany

orders of magnitude faster than XFoil are possible, with minimal loss in accuracy.

Table 7.3: Performance comparison of NeuralFoil (“NF”) physics-informed machine learning models
versus XFoil in terms of accuracy (treating XFoil as a ground truth) and speed, as measured on the test
dataset of Section 7.2.5. Runtime speeds are measured on an AMDRyzen 7 5800H laptop CPU.

Aerodynamics

Model

Mean Absolute Error (L1-norm) of Given Metric,

on the Test Dataset, with respect to XFoil
Computational Cost to Run

Lift Coeff.

CL

Fractional

Drag Coeff.

ln(CD)
†

Moment Coeff.

CM

Transition

Locations

xtr/c

Runtime

(1 run)

Total Runtime

(100,000 runs)

NF “xxsmall” 0.041 0.079 0.0072 0.038 4 ms 0.94 sec

NF “xsmall” 0.030 0.057 0.0053 0.027 5 ms 0.96 sec

NF “small” 0.027 0.049 0.0046 0.023 5 ms 1.14 sec

NF “medium” 0.020 0.039 0.0034 0.017 6 ms 1.34 sec

NF “large” 0.016 0.028 0.0025 0.011 9 ms 2.35 sec

NF “xlarge” 0.014 0.025 0.0022 0.009 11 ms 2.77 sec

NF “xxlarge” 0.012 0.021 0.0018 0.007 18 ms 4.81 sec

NF “xxxlarge” 0.011 0.020 0.0016 0.005 61 ms 12.42 sec

XFoil 0 0 0 0 73 ms 2553 sec
† The deviation of ln(CD) can be thought of as “the typical relative error in CD”. (E.g., 0.020 → 2.0%

error.)
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7.3.4 Accuracy-Speed Tradeoff vs. XFoil

When developing machine learning surrogate models based on conventional physics solvers, far too

often in the literature a speedup is claimed without controlling for accuracy. After all, it is typically

trivial to make the conventional physics solver faster by sacrificing accuracy (e.g., by changing the level

of discretization). Therefore, any fair and meaningful speed comparison between a machine learning

surrogate and a conventional solver must control for accuracy.

Figure 7-11 gives this speed-accuracy tradeoff for NeuralFoil, compared to the most common con-

ventional alternative, XFoil. For NeuralFoil, this tradeoff is controlled by the model size (as described

in Table 7.1). For XFoil, this tradeoff is controlled by the number of points used to discretize the airfoil,

which was varied from 20 to 260 in Figure 7-11.

In this study, each model is evaluated on a range of airfoils and flow conditions. To minimize issues

with non-convergence in XFoil, a new range of aerodynamic cases is used. The airfoil shapes are NACA

4-series airfoils with the location ofmaximumcamber fixed atx/c = 0.4. Thickness is varied in the range

[0.08, 0.16] andmaximum camber is varied in [0.00, 0.06]; both are independently varied in increments

of 0.01. This creates a total of 9 × 7 = 63 airfoil shapes. Each airfoil is evaluated at three Reynolds

numbers: 500×103, 2×106, and 8×106. This gives a total of 189 aerodynamic cases. In all cases,α = 5°,

M∞ = 0, and Ncrit = 9. This selection of aerodynamic cases is relatively “easy” and is deliberately

chosen to give a runtime speed advantage to XFoil. This is because XFoil, as an iterative algorithm, tends

to have an increasing computational cost as flow cases become more difficult. By contrast, NeuralFoil

has a fixed computational cost per analysis. Overall, 95% of cases converged with XFoil, averaged over all

discretization levels.

The “ground truth” reference solutions for this study are taken from a high-resolution XFoil
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simulationwith 289 points, which is the highest resolution thatXFoil 6.98 allows before it begins silently

truncating wake points15.

In Figure 7-11, the x-axis shows the accuracy of each model, measured as the mean relative error of

the drag coefficient16 across all 189 cases. The y-axis shows the runtime speed, which is the median time

to run each of the 189 cases. By using the median runtime (as opposed to the mean), XFoil again gains a

runtime speed advantage, as slow convergence creates a strong positive skew in the distribution of XFoil’s

runtimes.

As shown in Figure 7-11, all of NeuralFoil’s model sizes give a speedup over XFoil, even when

controlling for accuracy. With naïve looping over all 189 cases, NeuralFoil achieves the same accuracy

level as XFoil at speeds more than 8x faster. However, NeuralFoil really shines when taking advantage of

its vectorization and analyzing all 189 cases simultaneously. Here, speedups can be nearly 1,000x at the

same accuracy level.

15This is due to a fixed-size array that XFoil allocates named IDX, which is truncated to avoid overflowing.
16Or, equivalently, the mean absolute error of ln(CD)
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Figure 7-11: Comparison of runtime speed for NeuralFoil and XFoil, while controlling for accuracy.
Evaluated on a varied database of NACA airfoils, with ground truth from XFoil at its highest allowable
resolution (289 points). XFoil runs are varying resolution; NeuralFoil runs are varying model sizes. All
speeds are measured on an AMDRyzen 7 5800H laptop CPU.

Several other notable observations can be made from Figure 7-11. First, NeuralFoil’s accuracy on

“easy” cases appears far better thanTable 7.3 suggests. This is because the test dataset inTable 7.3 includes

manypost-stall and transition-sensitive cases, as described in Section 7.2.5. For example, themean relative

error of drag for the “xxxlarge” model is 2.0% on the test dataset, while the same metric on this easier

dataset is 0.37%. This reinforces that, when comparing accuracy across studies, the difficulty of the

evaluation cases must be considered.

Secondly, NeuralFoil achieves a “knee” in the speed-accuracy tradeoff curve roughly near the “xlarge”

model size. This is therefore taken as the default model size for NeuralFoil, though different use cases
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may encourage other choices.

Finally, the NeuralFoil models all achieve strong-Pareto-dominance over XFoil in this study, as

measured by a speed-accuracy tradeoff. This is true even before factoring in NeuralFoil’s ability to

vectorize computation; when this is taken into account, speedups of nearly 1,000x overXFoil are possible

without compromising accuracy.

7.3.5 Sample Validation on Transonic Case

To demonstrate the effect of compressibility on NeuralFoil’s aerodynamics estimates, we can compare

NeuralFoil to various other approaches in a transonic case study. This case study analyzes a RAE2822

supercritical airfoil at flow conditions of Rec = 6.5 × 106 and α = 1°, with natural transition and

Ncrit = 9. The freestreamMach number is varied from subsonic to transonic conditions. The results of

this study are shown in Figure 7-12. Here, NeuralFoil’s results are compared to those from four existing

approaches:

• XFoil 6.98 [95]: This uses a boundary-element potential flow solver with a Karman-Tsien

compressibility correction for the outer flow, and an integral boundary layer (IBL) model for the

boundary layer. Transition is handled with an eN method.

• XFoil 7.02: This uses a grid-based full-potential solver for the outer flow; compared to a linearized

potential flow solver, this has stronger theoretical grounding for transonic analysis and the ability

to directly capture shock waves. The boundary layer and transition models are the same as those

in XFoil 6.98.

• MSES [228]: This is a hybrid Euler / Full-Potential solver that has yet-stronger theoretical

grounding as shocks become stronger. The boundary layer and transition models are similar
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to those in XFoil 6.98, though viscous-inviscid coupling is achieved via a displacement-body

approach rather than awall-transpiration approach. Thismodel is believed to be themost accurate

of those listed here for transonic flows with weak shocks.

• SU2 [149]: This is a RANS solver with a Spalart-Allmaras turbulence model [229]. Transition is

handled using aLangtry-Menter (LM) correlation-basedmodel [230], using theMalan correlation

[231]. Freestream turbulence intensity is set to 0.07%, which approximately corresponds to

Ncrit = 9 following equations fromDrela [154]. However, this is not a direct equivalence, and the

LM model predicts slightly earlier transition than eN -based methods in this case, causing higher

viscous drag.

Figure 7-12: Validation ofNeuralFoil at predicting the emergence of transonic flow, using the RAE2822
airfoil at Rec = 6.5×106 andα = 1°. NeuralFoil’s results are compared to those fromXFoil 6.98, XFoil
7.02, MSES, and SU2. NeuralFoil’s results are shown for the “large” model described in Table 7.1.
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NeuralFoil’s results in Figure 7-12 are qualitatively similar to those obtained with other methods,

particularly with respect to the location and steepness of the transonic drag rise. Some differences

remain, however. Notably, models that use both an integral-boundary-layer approach and a higher-

fidelity transonic treatment (i.e., XFoil 7.02,MSES) capture a slight decrease in drag in awindowbetween

the critical and drag-divergent Mach numbers. This effect is believed to be real, and it occurs because

the locally-supersonic flow in this regime causes a favorable pressure gradient that delays the top-surface

boundary layer transition. Such an effect is not captured byNeuralFoil, SU2, or XFoil 6.98, as capturing

this effect requires the combination of both shock-resolution and advanced transition modeling.

The results of these analyses canbe quantitatively compared inTable 7.4, which shows the critical and

drag-divergent Mach numbers predicted by each method. Corroborating the values in this table, Drela

cites the critical Mach number for this case asMcrit = 0.71 [154]. NeuralFoil appears to underestimate

the critical Mach number slightly in this case, although the drag-divergent Mach number agrees very

closely with other methods.
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Table 7.4: Predictions of critical and drag-divergent Mach numbers for the RAE2822 airfoil at Rec =
6.5× 106 and α = 1°, using various methods.

Critical Mach NumberMcrit

Drag-Divergent Mach

NumberMdd
†

NeuralFoil “large” 0.671 0.739

NeuralFoil “xxxlarge” 0.673 0.741

XFoil 6.98 (Potential Flow + IBL) 0.688 N/A

XFoil 7.02 (Full Potential + IBL) 0.705 0.739

MSES (Euler + IBL) 0.714 0.738

SU2 (RANS-SA + LM) - 0.738

† Defined as ∂(CD)/∂M∞ ≥ 0.1, followingMason [224].

7.3.6 Comparison to other Airfoil Machine Learning Models

Here, we compare and contrast NeuralFoil with several prior attempts to apply machine learning

techniques to airfoil aerodynamics analysis. Peng et al. [24] apply a convolutional neural network to this

task, where the input is an array of airfoil coordinates and the output is a scalar lift coefficient. Bouhlel et

al. [23] use feedforward neural networks to predict airfoil lift and drag coefficients; this is augmented by

Sobolev regularization that adds gradient information into the loss function. Du et al. [22] usemultilayer

perceptrons, recurrent neural networks, and mixture-of-experts approaches to predict both scalar (lift

and drag) and vector (pressure distribution) quantities.

Compared to prior work, NeuralFoil is trained on a significantly broader input space, particularly
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with respect to angle of attack and transition assumptions. This comparison is illustrated in Table 7.5.

The accuracy values listed in Table 7.5 are not directly comparable, as they are computed on different

datasets and with different metrics. Nevertheless, NeuralFoil achieves similar accuracy to prior work,

despite includingmany extreme cases in its evaluation sample (e.g., post-stall flows, transitional Reynolds

numbers, and high-curvature airfoils associatedwith 18 shape variables). This is possible partially because

of themuch larger volumeof trainingdata, but alsodue to the structural embeddingofphysics knowledge

into the model described throughout Section 7.2.

Accurate and rapid aerodynamics analysis across this broader input space has the potential to enable

airfoil design optimization without overly restricting the design space. Furthermore, certain types of

robust optimization become possible. For example, performing a multipoint optimization study with

respect to Ncrit becomes possible with NeuralFoil, allowing the designer to mitigate the tendency of

optimizers to “over-optimize” to one specific transition location17.

17For more details on this, see Drela [33]. In general, airfoil shape optimization algorithms tend to geometrically “fill in”
locations where laminar separation bubbles would otherwise go, which dramatically worsens off-design performance.
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Table 7.5: Comparison of NeuralFoil to prior literature in airfoil aerodynamics machine learning.
NeuralFoil achieves similar accuracy, despite including a much broader range of flow conditions in its
training and evaluation distributions. Models from Du et al. [22], Bouhlel et al. [23], and Peng et al.
[24] use separate subsonic and transonic models.

NeuralFoil Du et al. [22] Bouhlel et al. [23] Peng et al. [24]

Diversity of
“airfoil design
space” used for
both training
and evaluation

Airfoil shape
diversity

18 shape variables
16 movable control
points

14 shape vars.
(subsonic)
8 shape vars.
(transonic)

UIUC database
(∼1500 fixed
shapes)

Angle of
attack range

Uniform + normal
distrib.; central
95% in range
[−17°, +18°]

0° to 3°

−0.5° to 6°
(subsonic)
−1.5° to 4.5°
(transonic)

−2° to 10°

Reynolds
number range

Log-normal
distrib.; central
95% in range
[1.9× 103, 262×
106]

104 to 1010

(training)
None specified 13× 106 (fixed)

Mach number
range

0 for learned core,
although
compressibility
correction allows
prediction up to
Mcrit

0.3 to 0.6
(subsonic)
0.6 to 0.7
(transonic)

0.3 to 0.6
(subsonic)
0.7 to 0.75
(transonic)

0.3 (fixed)

Transition,
turbulence,
and forced
trips

Ncrit varied from 0
to 18; Trips varied
from LE to TE

None specified
(ν̃∞ = 0 assumed)

None specified
(ν̃∞ = 0 assumed)

None specified
(Ncrit = 9

assumed)

Training data
XFoil
(7.5M samples)

RANS-SA via
ADflow
(86k samples)

RANS-SA via
ADflow
(42k samples)

XFoil
(16k samples)

Accuracy, as
evaluated on
the
corresponding
distribution
above

CL mean
absolute
error†

0.012 0.010 Unspecified 1.0%

CD mean
relative error†

2.0% 1.7% 0.3%
N/A (not
attempted)

† As further discussed in Section 7.3.6, accuracy results should not be directly compared across models,
as they are evaluated on different distributions. In particular, NeuralFoil’s evaluation set spans a far
larger analysis space, including post-stall flows and transitional Reynolds numbers.Are

311



7.3.7 Definitional Notes on Physics-Informed Machine Learning

In this work, we have described NeuralFoil as an instance of physics-informed machine learning – this is

a notoriously overloaded term that academics will vociferously debate the definition of, so it becomes

necessary to clarify the definition used in this work18. Here, we follow the definition by Brunton

[217, 232], where physics-informedmachine learning refers to anymachine learningmodel that leverages

some form of knowledge about the underlying problem physics to improve its performance (asmeasured

by accuracy, generalization, computational efficiency, data efficiency, etc.)19. This knowledge can be

embedded at any of five stages, reproduced from Brunton [232]:

1. Formulating a problem to model

2. Collecting and curating training data to inform the model

3. Choosing an architecture with which to represent the model

4. Designing a loss function to assess the performance of the model

5. Selecting and implementing an optimization algorithm to train the model

In the case of NeuralFoil, physical knowledge is embedded at the first four of these steps, by a) carefully

parameterizing input and output latent spaces to have close-to-affinemappings, b) curating training data

that is deliberately diverse in ways likely to excite various physical phenomena, c) embedding in physics

symmetries into themodel architecture, and d) constructing the loss function based on knowledge about

the relative importance of different aerodynamic quantities. Arguably, NeuralFoil’s self-estimation of

analysis confidence also constitutes a physics-informed feature, as the model asymptotes to empirical

18Ultimately, the classification of whether a model is physics-informed or not is a marketing distraction. The dispropor-
tionate scrutiny on nomenclature would be better-placed on assessing de facto practicality - whether a model is accurate,
generalizable, fast, and trustworthy as an engineering tool.

19An alternative definition is that physics-informed machine learning encompasses any method that does something other
than blindly learn a functional mapping from one semantic-free latent space to another.
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physics models when it discerns that the learned core can no longer be trusted. These considerations

demonstrably lead to a more generalizable model than prior efforts, as shown in Sections 7.3.1 and 7.3.6.

7.4 Airfoil Design Optimization with NeuralFoil

Although the accuracy of NeuralFoil with respect to XFoil has been demonstrated in Section 7.3, this

alone is not sufficient todemonstrate thatNeuralFoil is useful for designoptimization. Amajor reason for

this is that engineering design optimization is an adversarial process, where the optimizer aims to exploit

not only the underlying physics, but also any errors in the model. Exploitation of the physics is desirable

and ultimately the goal of engineering design optimization, but exploitation of model errors leads to

designs that are ostensibly promising but lose their luster when analyzed with other computational tools

or actually built and flown.

To assess whether a model such as NeuralFoil is prone to model error exploitation, we set up an

aerodynamic shape optimization problem with a known answer from the literature, and evaluate how

close the optimized result matches this. In aerodynamic shape optimization (and aircraft design more

broadly), there are relatively few problems that are rigorously specified, and even fewer where the correct

optimized result is provided in exacting detail. However, one such case study that provides a useful design

problem is Drela’s 1998 Pros & Cons of Airfoil Optimization [33], which discusses airfoil design for the

MIT Daedalus human-powered aircraft [160, 161, 233]. Basic figures for this aircraft, along with its

centerline airfoil, the DAE-11, are shown in Figure 7-13.
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Figure 7-13: Drawing of theMITDaedalus human-powered aircraft, alongwith its centerline airfoil, the
DAE-11. This airfoil is the subject of the airfoil design optimization problem posed in this section.

The design of the DAE-11 airfoil is effectively defined by the following airfoil design optimization

problem; this formulation is taken directly fromDrela [33] with minor modifications20:

• Objective: MinimizeCD,mean at Rec = 500k ·
(

CL

1.25

)−0.5 andM∞ = 0.03

◦ Where CD,mean is the weighted average of CD values at CL = [0.8, 1.0, 1.2, 1.4, 1.5, 1.6],

with relative weights of [5, 6, 7, 8, 9, 10] at each respectiveCL

• Variables: airfoil shape (18 variables; described in Section 7.2.2) and angle of attack α

• Constraints:

◦ CM ≥ −0.133 (at allCL operating points)

◦ Trailing-edge angle θTE ≥ 6.03◦ (allows manufacturability)

◦ Leading-edge angle θLE = 180◦ (prevents the formation of a sharp leading edge)

◦ At x/c = 0.33, t/c ≥ 0.128 (to accommodate the main spar)

◦ At x/c = 0.90, t/c ≥ 0.014 (to accommodate the rear spar)
20Specifically, a constant-Rec

√
CL (fixed-lift) polar is used instead of a constant-Rec polar; theCM constraint is clarified to

apply to allCL operating points; and the θTE constraint is matched to the DAE-11 airfoil
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When posing airfoil design optimization problems (using NeuralFoil or with any other tool), it is

often helpful to add basic regularization constraints; these tend to make airfoil optimization better-

behaved by ruling out non-physical and unrealistic airfoils. For the simple airfoil design problem

described above, these regularization strategies are not necessary for convergence. However, they are

discussed here as “best practices” for airfoil optimization on more complicated problems:

The first such constraint is that the airfoil thickness must be positive everywhere. This prevents the

creation of self-intersecting airfoils, which can be analyzed in both XFoil and NeuralFoil but are clearly

not physically-valid shapes.

The second such constraint aims to guide the optimizer away from airfoils that have excessively high

local surface curvature, as these have boundary layer behavior that is inherently difficult to characterize.

A useful global metric for this curvature, which we call the wiggliness w, is mathematically similar to a

metric byWahba [234] that has long proven successful in univariate spline regularization:

w(airfoil) =
∫ 1

0

(
d2

dx2
ylower(x)

)2

+

(
d2

dx2
yupper(x)

)2

dx

We can loosely approximate the spirit of this wiggliness measure from the discrete Kulfan parameteriza-

tion as follows:

w(airfoil) ≈
N−1∑
i=2

(clower,i+1 − 2 · clower,i + clower,i−1)
2 +

(
cupper,i+1 − 2 · cupper,i + cupper,i−1

)2

where clower,i and cupper,i are the ithKulfan (CST) coefficients of the lower andupper surfaces, respectively.

A reasonable heuristic for this regularization constraint is to restrict thismetric tonomore than four times
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that of the original initial guess airfoil (which is typically some generic airfoil, such as a NACA0012).

Using the problem formulation described above, we can solve this airfoil design optimization

problemby couplingNeuralFoil with theAeroSandbox aircraft design optimization framework [1]. This

adds automatic differentiation capabilities to NeuralFoil, allowing efficient optimization using gradient-

based methods. This optimization problem is solved in approximately 7 seconds on a standard laptop;

the speed of this solution provides rapid feedback to the designer on how to improve the optimization

problem formulation to capture design intent.

Figure 7-14 compares three airfoil designs produced with different methodologies, each aimed at

solving theMITDaedalus airfoil design problem described previously:

• NeuralFoil-optimized, which is the result of optimizingwhile usingNeuralFoil as the aerodynam-

ics analysis tool. Notably, this uses NeuralFoil’s 18-parameter CST shape parameterization.

• XFoil-optimized, which is the result of optimizingwhile usingXFoil as the aerodynamics analysis

tool. Here, we directly wrap XFoil calls in a gradient-based optimizer, with gradients computed

by finite-differencing. Notably, here the airfoil shape is parameterized using 60 geometric degrees

of freedom, to reproduce results from a study by Drela [33].

• Expert-designed, which is the original DAE-11 airfoil designed by Drela [207] and used on the

as-flownMITDaedalus aircraft.

For comparison, Figure 7-14 also includes the initial guess airfoil that was provided to the optimiza-

tion algorithms (a simple NACA0012). This showcases that the optimization process is robust to initial

guesses that are relatively far from the optimal solution.

316



Figure 7-14: NeuralFoil-optimized airfoils have similar performance and shape to expert-designed airfoils.
Adversarial optimization is not observed, as the NeuralFoil-optimized and XFoil-optimized airfoils yield
similar performance when analyzed using XFoil. The gray “Initial Guess” airfoil is used to initialize
NeuralFoil optimization.

The airfoil produced using NeuralFoil optimization is quite similar in shape to the those produced
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using XFoil optimization and expert-designed airfoils, when given the same design objectives and

constraints. Likewise, aerodynamic performance is quite similar across all three airfoils. Notably, the

aerodynamicpolars depicted inFigure 7-14wereproducedbypost-optimality analysis usingXFoil. Given

the minimal discrepancy between the NeuralFoil-optimized and XFoil-optimized airfoils, this suggests

that NeuralFoil is reasonably resistant to model error exploitation on problems of practical interest.

Notably, the “XFoil-optimized” airfoil (shown in green in Figure 7-14) actually performs worse than

the NeuralFoil-optimized airfoil. This may initially appear surprising, as NeuralFoil is a surrogate model

for XFoil – how can optimizing through a surrogate model yield better performance than optimizing

through the original model? The answer lies in the fact thatNeuralFoil yields aC∞-continuous solution,

and hence a gradient-based optimizer usingNeuralFoil is much less likely to get stuck in a localminimum

than an optimizer using XFoil. On top of this, NeuralFoil yields exact gradients through automatic

differentiation, while XFoil’s gradients are computed via finite differencing and hence less accurate.

Furthermore, NeuralFoil does not exhibit the point-optimization problem seen in a prior study by

Drela [33], where the optimizer would tend to create small separation-bubble-sized bumps. This is an

inherent feature of the lower-dimensional shape parameterization used by NeuralFoil, and is in fact a

nice feature rather than a bug – practical airfoils should not have these bumps, as this is an artifact of the

discrete optimization problem formulation.

Interestingly, the geometric differences between the expert-designed and optimized airfoils (both

from XFoil and NeuralFoil) in Figure 7-14 are attributable to design goals that were not factored into

the quantitative problem formulation. For example, the optimized airfoils both exhibit a small amount

of lower-surface concavity in the vicinity of x/c ≈ 0.15, while the expert-designed DAE-11 has a flatter

lower surface. Drela discusses reasons for this discrepancy in [33], noting that the concavity that the

optimizer prefers would cause the wing covering (in the case ofMIT Daedalus, a thin shrunk covering
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of Mylar) to lift off of the surface of the rib, creating a bubble. This undesirable effect is not captured

in the quantitative problem formulation, providing a cautionary tale that an optimized airfoil is only as

good as the problem formulation that led to it.

Nevertheless, the strength of NeuralFoil-powered optimization is that it allows one to generate opti-

mized airfoils that are remarkably similar to expert-designed airfoils in mere seconds. This optimization

capability ismore-than-adequate for conceptual aircraft design, and it provides an excellent starting point

for expert-guided airfoil design refinement.

7.5 Computational Reproducibility

NeuralFoil is implemented as an open-source Python package withminimal dependencies (onlyNumPy

[125] for the actual aerodynamic modeling), allowing easy installation across a variety of platforms.

All source code used to generate results in this chapter is publicly available at https://github.

com/peterdsharpe/neuralfoil. Model architecture, weights, training scripts, and usage examples

are included in this repository. For end-users, NeuralFoil is best accessed through the open-source

AeroSandbox aircraft design optimization framework [1]; this provides some of the advanced features

(e.g., 360° angle of attack, compressibility corrections, and control surface deflections) described in this

chapter that are not yet available in the standalone NeuralFoil package.

7.6 Summary and Future Work

This chapter has introducedNeuralFoil, a physics-informedmachine learning tool for airfoil aerodynam-

ics analysis. Relative to existing popular tools such as XFoil, NeuralFoil offers improved computational

efficiency, even after controlling for equivalent accuracy. Its ability to handle a wide range of practical
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airfoil shapes and flow conditions makes it a versatile tool in aerodynamic analysis.

The accuracy of NeuralFoil with respect to XFoil is demonstrated across several test cases, with a

particular focus on airfoils that NeuralFoil was not trained on (i.e., out-of-distribution). Much of the

accuracy achieved here is due to the embedding of domain-specific physics knowledge into the model

architecture, which increases the parameter-efficiency and generalizability of the resulting model.

Also presented in this chapter is an application of NeuralFoil to airfoil design optimization for

the MIT Daedalus human-powered aircraft, where it quickly produces designs close in performance

and shape to expert-crafted airfoils. Incorporation of geometric constraints into this study shows that

NeuralFoil-based optimization is able to capture the non-aerodynamic considerations that are typical of

practical design problems. This case study also demonstrates the real-world value of many optimization-

friendly features that are embedded into the model architecture (e.g., continuity, differentiability, and

static code execution paths). Finally, these results also suggest that NeuralFoil is not prone to adversarial

exploitation of model errors.

Another contribution of this chapter is a new technique that enables machine learning surrogate

models to estimate their own trustworthiness, a critical capability for robust engineering design. This

“analysis confidence”metric can be used directly to guide human-in-the-loop analysis, or it can be directly

constrained during a formal optimization process to improve the robustness of the resulting designs.

Future work could include extending NeuralFoil to handle multi-element airfoils, which would

require revisiting the geometry parameterization among other considerations. Another useful research

direction would be to include compressibility corrections directly within NeuralFoil’s learned model, as

opposed to using an analytical correction to incompressible results. Currently, the outer flow receives

a compressibility correction, but the effects of this modified pressure distribution are not then fed back

into the boundary layer model. Therefore, some transonic boundary layer physics (such as an extended
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laminar run within a supersonic zone that causes a favorable pressure gradient) are fundamentally lost.

This does, however, increase the dimensionality of the input space, and thus may affect training data

requirements. Related to that, another possible next study could investigate howmodel accuracy changes

with the amount of training data used. NeuralFoil was trained with roughly two orders of magnitude

more aerodynamic cases than similar studies, although it is not yet knownwhether this is strictly necessary

to achieve the model’s performance.

As a Python-based, open-source package, NeuralFoil offers a practical and versatile solution that is

accessible to both academia and industry. Its accurate and rapid performance offer value throughout the

aircraft development process, though this capability is especially interesting in the early stages of aircraft

development where quick feedback on design changes is crucial.
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Chapter 8
Aircraft System Identification fromMinimal

Sensor Data

This chapter includes content from the author’s prior publication [235].

This chapter presents a system-identification-like process for estimating an aircraft’s aerodynamic

and propulsive performance characteristics from minimal flight data. The method is based on a physics-
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informed regression approach, which uses an unsteady physics model of the aircraft’s dynamics to

constrain the regression problem. The method is demonstrated on a flight test dataset collected from

a small electric aircraft. The results show that the method is able to estimate the aircraft’s power curve,

aerodynamic polar, and propulsive efficiency curve with surprisingly high accuracy given limited data. In

addition, we show that bootstrapped uncertainty estimates can be obtained for these performance curves

using this method.

A related additional contribution is a newmethod for estimating the statistical properties of the noise

component of a noisy signal, only using thenoisy observations themselves. This relies on certain common

assumptions about the noise-generating process, such as spectral separation between the true signal and

thenoise. Noise is isolatedby repeatednumerical differentiation,which is shown tobe stable innumerical

experiment and on application to actual flight data. An example implementation of this noise variance

estimator is given and shown tobe convergent to the true noise variance in numerical experiment. Higher-

order implementations of this estimator are also presented and shown to isolate the noise accurately even

when the underlying true signal is quite close to the Nyquist frequency.

8.1 Introduction

A primary goal of a new aircraft’s initial flight test campaign is to experimentally determine the aircraft’s

aerodynamic and propulsive performance characteristics. The desired outputs of this process typically

include:

1. The aircraft’s power curve, which gives the required power tomaintain level flight as a function of

airspeed.

2. The aircraft’s CL-CD aerodynamic polar. This gives the relationship between the aircraft’s lift
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and drag coefficients as angle of attack is varied, representing the locus of possible aerodynamic

operating points.

3. The aircraft’s propulsive efficiency curve, which yields the overall propulsive efficiency, typically

as a function of throttle setting and/or propeller advance ratio (if relevant).

All three of these results represent sweeps through the aircraft’s flight envelope, varying the aircraft’s

airspeed, pitch trim setting, and throttle setting, and measuring the resulting lift, drag, and power

required.

8.1.1 Traditional Flight Measurement Methods and Limitations

Typically, these performance outputs are obtained by performing an extensive campaign of careful,

controlled flight experiments at quasi-steady flight conditions.

For example, the aerodynamic polar is commonly measured by performing a series of long, steady

power-off glides at different airspeeds, thus isolating the effect of propulsive power. (If the aircraft

is propeller-driven, propeller windmilling drag can also be estimated and calibrated out for improved

accuracy, although this introduces significant additional uncertainty.) An implicit assumption here is

that pitch trim is adjusted to maintain these airspeeds. The glide ratio (or equivalently, if local airmass

motion and airspeed changes are calibrated out, the L/D) is then measured at a given airspeed by using

a simple two-point finite-difference between the beginning and end of the glide:

(L/D) =
h(t1)− h(t2)

U · (t2 − t1)

whereh(t) represents the altitude at time t,U represents the airspeed, and t1 and t2 are the beginning-

and end-times of the glide. The drag is then computed as D = W/(L/D), and CL and CD can be
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nondimensionalized from here.

For aerodynamically-efficient aircraft with high L/D ratios (such as sailplanes), using this strategy

without calibration leads to substantial error due to airmassmotion (e.g., thermals, ridge lift) and airspeed

changes. Instead, another common strategy for estimating aerodynamic polars during flight testing

is to fly these power-off glides along with a wingman aircraft. This wingman aircraft flies the same

power-off glide as the test aircraft, at the same airspeed, with the same starting altitude, and in the same

vicinity. The wingman aircraft is assumed to have a known aerodynamic polar, and hence the difference

in altitude between the two aircraft at the end of a glide segment can be used to estimate the test aircraft’s

aerodynamic polar. This approach calibrates out the effect of local airmassmotion on themeasured glide

ratio.

More extreme strategies have also been implemented to measure the aerodynamic performance

curve. For example, the glide ratio of the P-51 fighter aircraft was allegedly measured by removing the

propeller, towing it aloft, and gliding it down. This removes the error associatedwith estimatingpropeller

windmilling drag, but this is a more involved and cumbersome procedure to include in a flight test

campaign.

Full-scale wind tunnel testing is another possiblemethod for estimating the aerodynamic polar of the

as-built aircraft, although this is similarly expensive and time-consuming, rendering it infeasible for most

aircraft development programs. Scale models in wind tunnels as well as CFD simulation can also provide

useful aerodynamic estimates, but these results can differ significantly from the aerodynamics of real as-

built aircraft. For example, Hoerner [236] gives a pathological example of the Messerschmitt Bf 109

fighter aircraft, where roughly half of the drag of the as-built aircraft is attributable to components that
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are typically de-featured inmodern computational analysis1. This Bf 109 case likely has anunusually-high

number of such protuberances, but even for modern aircraft, the drag of the as-built aircraft can differ

significantly from computational estimates or small-scale wind tunnel testing. This motivates flight-test-

based aerodynamic polar characterization.

Like the aerodynamic polar, the power curve is also oftenmeasured by flying in steady flight segments

at various airspeeds. For each airspeed, level flight is held with power and pitch trim adjusted as needed

for stabilized cruise. The required input power to the propulsion system Pin is then measured. In a

conventionally-fueled airplane, this can be computed using the fuel flow rate at a given throttle setting

(read off the panel via a fuel flowmeter) and the specific energy of the fuel, or indirectly from the engine

RPM depending on the powerplant data available. For an electric airplane, it can be computed as the

product of battery current and voltage, which are readily available. This procedure is then repeated for a

variety of airspeeds, and the resulting power curve is plotted.

The propulsive efficiency can be roughly estimated based on these experiments as well. One possible

procedure is as follows:

1. The input power to the propulsion system Pin is measured, as above.

2. We observe the steady-state climb/sink rate of the aircraft at this throttle setting and we compare

this to the power-off sink rate. The difference between these two sink rates represents the thrust

power done by the propulsion system. The thrust power (or “air power”) can be computed as:

Pthrust = T · U = mg

(
dh

dt

∣∣∣
power on

− dh

dt

∣∣∣
power off

)
1e.g., rivets, sheet metal gaps, control surface gaps & hinges, engine and radiator thermal effects, inlet flow distortion,

antennae, sensors, lights, guns, holes for ventilation and cooling, etc.
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3. Then, we can compute the propulsive efficiency as the ratio of the input power to the air power:

ηpropulsive =
Pthrust

Pin

These traditional methods for measuring aerodynamic and propulsive performance have several

limitations. The biggest limitation by far is that they require vast amounts of flight time to obtain a

sufficient number of data points to characterize the aircraft’s performance.

Furthermore, the aircraft must be flown at precisely-controlled conditions. Traditional methods are

not well-suited to estimating the performance of an aircraft that is not in steady flight – in the methods

described here, only steady data (e.g., a stabilized glide or cruise) can be used. For example, data recorded

during an aircraft’s climb or descent to flight test altitude is discarded, which is wasteful; ideally, every

single second of data should contribute to refining our estimate of the aircraft’s performance. This

requirement to maintain steady conditions can be frustrating and tedious for the pilot to maintain, and

it can also be dangerous if the aircraft is flown for an extended duration at conditions that are close to

the edge of the flight envelope (e.g., behind the power curve on a not-yet-characterized experimental

airplane).

Traditional methods also make no direct estimate of sensor noise (and hence, uncertainty) – data

is collected and averaged until the experimenter is satisfied that the data is “good enough”. This is

a subjective process that leaves it difficult to quantify the uncertainty in the resulting performance

estimates.

Nevertheless, the methodology described here provides a useful existence proof that airplane perfor-

mance curves are fundamentally observable (and hence, able to be recovered) given airspeed, altitude, and

power data of sufficiently varied flight. A primary goal of this chapter is to develop a methodology that
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can estimate these performance curves from amuch smaller amount of flight data, which would decrease

the cost and intentionality required to obtain these performance estimates.

8.1.2 Inference-Based Flight Data Reconstruction Methods

Wepropose amethod of estimating these performance characteristics that views the aircraft flight test as a

data-generatingprocess, fromwhichwecan infer performance relationships. Figure 8-1 broadly illustrates

the toolchain for performance reconstruction that represents this chapter’s central contribution. This

approach contrasts with traditional methods, which view flight testing as a process of puremeasurement,

based only on analyzing the data itself. This distinctionmanifests in a fewways, each of which recognizes

thatwe have process- or domain-specific information that collapses the possible solution space of possible

performance models:

Firstly, with certain reasonable assumptions about the sensor noise characteristics, the data itself

can reveal a surprisingly large amount of information about the sensor noise. Essentially, this involves

using the data to estimate the “trustworthiness” of the data itself, a process described more fully in

Section 8.3.1. One contribution of this chapter is a new cross-validation-like approach for estimating

the sensor noise using only the properties of the data itself. This allows cleaner raw data inputs to

the subsequent performance analysis toolchain that we develop, ultimately resulting in more accurate

performance estimates and aiding uncertainty quantification. In Figure 8-1, this is represented by the

separation of sensor data into its signal and noise components.

We also know certain characteristics of the aircraft’s performance curve based on first-principles

physics, which can further increase the effective information density and our resulting performance

estimates. Another way to think about this is that the function space of performance curves is restricted

to functions that generally follow first-principles physics, allowing us to reduce uncertainty on these
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resulting inferred relations. For example, we know that the true state of the aircraft must follow

invariants from Newtonian physics (e.g., conservation of energy). Likewise, propulsive efficiency is a

bounded function thatmustnot exceedunity tobephysically plausible. Embedding these constraints and

invariants from physics reduces the number of unknowns, enablingmore robust correction for unsteady

effects. This is described in Section 8.4.

Finally, there are characteristics about performance relations that we can be embedded from domain-

specific expertise. Even for models that do not have simple, closed-form invariants, we almost always

have some priors (i.e., informed guesses) about how performance parameters should be related - model

structure. For example, we know that the aircraft’s drag coefficient will primarily be a function of lift

coefficient, and the general shape of this function can be assumed. Similarly, we know that the propulsive

efficiency will largely be a function of advance ratio, and the advance ratio can be inferred from the

airspeed, input power, and first-order physics. Incorporation of these physics-based performancemodels

embeds our physical understanding of the aircraft system into the estimationprocess, improving accuracy.

For this reason, we term the performance reconstruction methodology described in this work a “physics-

informed” approach.

The example given in the subsequent sections is for a small electric-driven propeller aircraft, although

the methodology is applicable to any aircraft type. Some considerations for applying this methodology

to other aircraft types are discussed in Section 8.6.
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Figure 8-1: Process for inference-based performance reconstruction from flight data.

8.2 A Minimal Flight Test Dataset

To illustrate our proposed flight test data analysis procedure, this manuscript will use example data

from a flight test conducted during MIT 16.821: Flight Vehicle Development, a senior-level aircraft

design/build/fly capstone course atMITAeroAstro. The flown aircraft, named Solar Surfer, is a remote-

controlled solar-electric seaplane design with a 14-foot wingspan. The as-flown all-up mass is 9.4 kg.

General specifications of the aircraft can be found in the early design drawing that is reproduced in

Section 4.5.1. While this drawing does not reflect as-built weights or various planform adjustments that
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were made during detailed design and construction, the overall configuration and performance numbers

are roughly representative of the aircraft that was flown.

8.2.1 Flight Test Campaign

The aircraft was flown in the vicinity of the Charles River basin near Cambridge, MA. Five tests were

conducted on the morning of May 3, 2023, of which two were airborne flight tests. The final airborne

flight test lasted approximately 260 seconds (4.3 minutes), beginning and ending with a successful water

takeoff and landing. Figure 8-2a depicts a still image of the aircraft in flight. A simple racetrack-like

pattern was flown, as shown in Figure 8-2b. Winds were calm at roughly 1.5 m/s from the south.

(a) Solar Surfer in flight. (b) Recorded GPS ground track during test flight.

Figure 8-2: Media from the Solar Surfer aircraft test flight.

Figure 8-3 illustrates the subset of the raw sensor data during flight that will be used for performance

reconstruction. Overall, the data is reasonable, and we can clearly identify takeoff and landing by the

strong increase in barometric altimeter noise near t = 0 sec and t = 263 sec. We can also identify several

distinct flight phases, such as a high-speed pass near t = 150 sec and gliding periods near t = 40 sec,

t = 210 sec, and t = 250 sec.
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Figure 8-3: Raw sensor data from Solar Surfer aircraft test flight

Summary statistics of this data are given in Table 8.1.

Table 8.1: Summary statistics of raw sensor data from Solar Surfer aircraft test flight. Based on 1,315
samples per measured quantity.

Description Airspeed [m/s] Altitude AGL [m] Voltage [V] Current [A]

Mean 10.8 16.4 15.05 10.31
Standard Dev. 2.52 6.81 1.08 13.73
Min 5.0 0 11.13 0.00
25% 9.1 12.3 14.69 0.94
50% 10.3 15.4 15.28 5.25
75% 11.7 19.3 15.67 13.28
Max 20.9 35.6 16.77 67.53

However, there are two primary problems with the data we have. Firstly, all the data sources, and

in particular the airspeed sensor, yield noisy measurements. The unsteady corrections that we will later
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implement require taking the derivative of this data; this is a problem because taking the derivative of

noisy data tends to amplify the noise further.

Secondly, the total amount of data is extremely limited, both in duration and sample rate. For

example, there are only 1,315 data points in total for each of the plotted sensor traces. After eliminating

noise (which effectively acts as a low-pass filter on our data, as noise tends to be relatively high-frequency),

the effective amount of informationwe have from the sensors is quite limited. While traditionalmethods

might be able to extract general aircraft flight performance based on this quantity of data (i.e., average

required power over the flight), a detailed airspeed-based power curve is not typically achievable with

such limited data.

Consider that even themost sophisticated techniques for system identification via statistical inference

require the system to be observable in some form - no amount of math can recover a signal that is simply

not present in the data. This is difficult, because after noise removal, the data really nomore than perhaps

a half-dozen “system excitations” from which we can infer aircraft performance. For these reasons, this

dataset makes a good example case for what kinds of flight data reconstruction are possible with very

limited, noisy data using statistical inference techniques and corrections from unsteady flight physics.

8.2.2 Naive Estimation of Power Curve

The most straightforward approach to estimating the aircraft’s power curve is to simply cross-plot the

airspeed and electrical power throughout the flight, and then to fit a curve to it.

Figure 8-4 quickly illustrates the infeasibility of this approach. While a general trend is somewhat

apparent (higher airspeeds yield higher power draw), the uncorrected data has far too much unexplained

variation and noise to make any believable conclusions about the shape of the power curve.

Figure 8-4 also demonstrates the pitfalls of naive curve-fitting in the absence of any kind of physics-
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based model structure. Perhaps the most severe of these is the extrapolation to physically-impossible

conclusions. For example, the naive linear fit shown in blue would imply that the power draw at zero

airspeed is negative, which is clearly impossible. The naive cubic fit shown in red initially appears more

reasonable, although it toomakes erroneous conclusions: it implies that beyond 20m/s, the power draw

decreases with increasing airspeed. Clearly, our intuitions aboutwhat the “correct”model would look are

not being incorporated into the curve-fitting process, and hence we are leaving information on the table.
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Figure 8-4: Raw uncorrected data for the power curve, with naive curve fitting to demonstrate the
infeasibility of this approach. Uncorrected data exhibits high amounts of unexplained variance. Naive
curve fits extrapolate to physically-impossible conclusions and do not capture uncertainty.

8.3 Sensor Data Pre-Processing

The first contribution here is to develop ameans of pre-processing the sensor data to isolate noise; readers

who are more interested in in physics-informed regression than uncertainty quantification may skip
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forward to Section 8.4. Traditionally, noise is removed by simple averaging; after this process is complete,

any uncertainty in the data is typically not considered, and the average is regarded as the ground truth.

This works fine for traditional steady analysis where there is a wealth of data that we can average over.

However caseswhere data is limited provide a strongly incentive to find away to extract some amount

of information from unsteady data. This is difficult because it forces us to directly deal with the sensor

noise (and embed priors about the bias-variance tradeoff of data), rather than hand-waving it away by

averaging.

As an illustrative example, imagine that we wish to reconstruct a truth estimate of the airspeed from

the example dataset. This truth value is not directly observable, although data from an associated airspeed

sensor is. However, this sensor data has noise; hence, any attempt to reconstruct the truth value must

adopt a strategy to separate the noise from the data.

However, there are (literally) an infinite number of possible strategies that one can use to do this

noise removal, depending on our embedded assumptions about how sensor noise is entering our data-

generating process. For example, consider three different possible state estimations of the vehicle’s

airspeed, as illustrated in Figure 8-5.
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Figure 8-5: Three possible curves that could be used to estimate the true underlying state of the vehicle.
Airspeed data, zoomed to t ∈ (60, 90); a subset of Figure 8-3. 95% confidence interval (CI) of
reconstruction shaded in middle plot.

Ultimately, all three charts in Figure 8-5 represent different interpretations of the ground truth based

on the data. If we didn’t have any more information about the problem, all three could be equally

justifiable given the appropriate context—but, in fact, we do have more information, since we know this

data originates from a physical system.

The chart on the left of Figure 8-5 is clearly overfitted (i.e., tracks the data too closely) based on

engineering intuition. Essentially, we are assuming that each sample is the true data, and that each
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sample has no noise; hence, the “truth” curve exhibits extremely high variance (strong wiggles). There

is no mathematical reason why this interpretation can’t be correct (it’s theoretically possible that the

sensor is giving perfect information), but of course, it is is physically implausible for our system. If this

interpretation were true, it would imply that the vehicle is achieving velocity-vector-aligned accelerations

on the order of 2.4 G, which is not physically plausible given the onboard propulsion system.

The chart on the right of Figure 8-5 is clearly underfitted (i.e., tracks the data too slowly), as there

are large regions where the estimator has a consistent bias (e.g., consistently too high or low) with respect

to the underlying data. It might seem like there are no contexts where such an interpretation would be

reasonable, but that is not necessarily the case. For example, if the sensor noise at each sample was not

independent, but rather correlated with noise from the previous samples, we might not be able to rule

out this interpretation of reality. Of course, a quick glance at the three charts above would tell us “the

middle one looks about right”, although it’s not immediately clear why.

8.3.1 Optimal Sensor Data Reconstruction using Data-Driven Noise Estimates

The key difference is that the middle chart embeds certain assumptions that we intuitively know about

our data into its reconstruction. Specifically, the middle chart is an “optimal” reconstruction of the data

assuming that:

• The noise in each sample is independent (i.e., uncorrelated with previous samples) and normally-

distributed

• The noise is unbiased (i.e., there are no systematic errors in the data, only random ones)

• The noise is homoscedastic (i.e., the standard deviation of the noise is constant across the entire

dataset)
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• The sample rate is significantly higher than the underlying dynamics of the system that we aim to

recover (i.e., the system is “slow” relative to the sample rate), with this assumption quantified later

in Section 8.3.1.

Here, an “optimal” reconstruction is defined based on minimization of an ordinary cross-validation

function, which is sometimes known as the “leaving-one-out” lemma. An exhaustive mathematical

treatment of this metric is given byWahba [234].

Under these assumptions above, the probabilistic properties of the noise reduce to a single parameter:

the variance of the noise σ2
n. Thus, by constructing an estimator for this statistic, we can recover the

probability distribution of the noise and hence an optimal estimator of the data.

Motivation for Finding the Variance of the Noise

The variance of the noise is a useful quantity to estimate for several reasons. First, a probabilisticmodel of

the sensor noise allows us tomake optimal choices about the bias-variance tradeoff, armedwith a rigorous

definition of what optimal means here.

There is a second factor thatmotivates us to estimate the variance of thenoise. Computing anoptimal

smoothing spline for a time-series dataset is a well-studied problem, but this process is greatly aided if we

know the variance of the noise [234]. So, if we can obtain an estimate of noise variance, we’ve donemost

of the work required to compute an optimal data reconstructor.

In an ideal world, we would estimate this variance of the noise by taking a large number of samples

while the vehicle is at some fixed, steady, known condition. For example, to estimate the airspeed data

noise, we might place the aircraft in a wind tunnel at some constant speed. If we ran that experiment

for an extended duration, we would know that the true underlying data was constant, and hence any

observed variance in the samples would be due to the variance of the sensor noise.
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If we want to reconstruct data from unsteady measurement, however, we need to find a way to

estimate the variance of the noise using the unsteady data itself, which is much more difficult.

Initial Approach and a First-Order Data-Based Noise Estimator

One way to do this is by assuming that the data is “slow” relative to the sample rate, while the noise

remains white. If this is true, then subsequent samples will effectively have the same underlying truth

value, but with noise drawn independently from the same underlying distribution.

Quantitatively, consider a scenario where the measured data x(t) consists of a true signal s(t) and

noise n(t):

x(t) = s(t) + n(t)

Assume the noise of the sample n(t) is drawn from N (0, σ2
n), with initially-unknown σn. Now,

consider two discrete measurements taken at adjacent points in time t1 and t2:

x(t1) = s(t1) + n(t1) x(t2) = s(t2) + n(t2)

If t1 ≈ t2 (as would be the case for subsequent samples), then s(t1) ≈ s(t2), contingent on the sample

rate greatly exceeding the effective fastest frequency of the true signal. Hence:

x(t2)− x(t1) ≈ n(t2)− n(t1)

In other words, the difference of two subsequent observed samples will be approximately equal to the
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difference of two independent draws from the same noise distribution. This means that we can estimate

the variance of the noise by looking at the variance of the differences between subsequent samples. From

the properties of the difference of two independent random normal variables, we can then say:

n(t2)− n(t1) ∼ N (0, 2 σ2
n)

where σ2
n is the variance of the sensor noise. So, the following is then approximately true:

x(t2)− x(t1) ∼ N (0, 2 σ2
n)

Therefore, taking the mean difference across all adjacent pairs of measured data x(t) provides an

unbiased estimator of σn, the variance of the noise:

σ2
n =

1

2 · (N − 1)

N−1∑
i=1

(
x(ti+1)− x(ti)

)2
(8.1)

where N is the number of samples in the dataset. We call this a first-order noise estimator as it takes a

first-order numerical derivative of the measured data.

Numerical Demonstration of the First-Order Noise Estimator

We can demonstrate that this works in practice and is convergent to the correct answer by constructing

a synthetic dataset with known noise properties, and then reconstructing the noise variance using the

method above. The synthetic dataset we use is a simple sinusoid at some frequency fsignal with added

independent, normally-distributed noise. We then sample this sinusoid at some frequency fsample (ideally

with fsample ≫ fsignal). We attempt to recover the noise variance using the method above and compare it
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to the true noise variance. This process is described in Figure 8-6, with results for the first-order estimator

in the respective columnofTable 8.2. The higher-order estimators are described in the following sections.

Table 8.2: A numerical demonstration of noise variance estimator performance.

Estimated σn
fsignal fsample True σn 1st-order Estimator 2nd-order Estimator 4th-order Estimator

1 1000 0.1 0.0999 0.1006 0.1008
10 1000 0.1 0.1048 0.1006 0.1008
100 1000 0.1 0.3236 0.1491 0.1016

As shown in Table 8.2, the first-order noise estimator yields a σn value that is very close to the true

value. We will also show later that this estimator is convergent to the true value as the number of samples

increases.

However, this estimator is only first-order convergent with respect to the ratio between the sampling

frequency fsample and the underlying dynamics of the system fsignal. In other words, if the system is “fast”

relative to the sample rate, then the estimator will be inaccurate. This is demonstrated in the third row

of Table 8.2, where the estimator produces an incorrect result by a factor of 3.

Second-Order Noise Estimator

To do a better job of estimating the noise variance even in cases where fsample ≫ fsignal doesn’t strictly

hold, we can use a second-order estimator. With this extension, we use a three-point numerical stencil.

Derivation of this estimator follows similar principles to the first-order estimator above, with the key

result as follows:

σ2
n =

1

6 · (N − 2)

N−2∑
i=1

(
x(ti+2)− 2 · x(ti+1) + x(ti)

)2
(8.2)

where N is the number of samples in the dataset. As shown in Table 8.2, the second-order estimator
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Figure 8-6: Procedure for numerical demonstration of estimator performance.

has superior performance to the first-order estimator when the sample and signal frequencies are not

well-separated.

Notably, this effectively implements a first-order, second-degree finite-difference of the underlying

data—a discrete derivative. It’s instructive to consider the theoretical underpinning of using a discrete
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derivative operator here. If we assume that the underlying true signal is relatively low-frequency (i.e.,

smooth), then as we take more discrete derivatives of the observed data, the signal component will

asymptote to zero (assuming fsample ≥ fsignal). Stated equivalently, the frequency spectrum of the true

signal is assumed to have some cutoff frequency (analogous to fsignal), above which the power spectral

density gradually goes to zero.

In contrast, the noise is assumed to be independent, which means that the noise component of the

observed data will not go to zero as we take successive derivatives. Stated equivalently, the frequency

spectrum of the noise is white, with uniform spectral power across all frequencies. Therefore, repeated

application of the discrete derivative operator acts as a way to spectrally-separate the noise from the signal

- a key insight into this method.

Arbitrary-Order Estimators

Clearly, the second-order estimator improves performance compared to the first-order one. Interestingly,

we can generalize the logic to an d-th order estimator by observing that the denominator is the sum of

the squares of the first-order, d-th-degree, uniform-grid finite difference coefficients2. Then, we use the

combinatorial trick that:

(
d

0

)2

+

(
d

1

)2

+ · · ·+
(
d

d

)2

=

(
2d

d

)
=

(2d)!

(d!)2
(8.3)

to derive the following d-th order estimator of the noise variance:

2Or, perhaps more intuitively, the elements of the d-th row of Pascal’s triangle
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σ2
n =

1(
2d
d

)
· (N − d)

·
N−d∑
i=1

[(
d

0

)
x(ti)−

(
d

1

)
x(ti+1) +

(
d

2

)
x(ti+2)−

(
d

3

)
x(ti+3)± · · · ∓

(
d

d

)
x(ti+d)

]2
(8.4)

Though equation 8.4 gives the correct expression for this estimator, numerically implementing

this requires some care. Appendix C.3 outlines some considerations here and gives an example stable

numerical implementation of this estimator.

While we have shown that the second-order estimator has improved robustness to low sample rates,

it is not immediately clear that this will hold for arbitrary orders - as the order increases, we might expect

to see some formof numerical instability as we take successively higher-order derivatives of noisy data. To

test this, we can plot the performance of noise estimators of various orders, as shown in Figure 8-7.
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Figure 8-7: Performance of higher-order data-driven noise estimators.

The figure above shows something quite remarkable: we can use extremely-high-order estimators

(even up to the 512th order, i.e., taking the 512th-derivative of raw, noisy data via finite differences), and
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we see not only that it’s numerically stable, but also that it accurately estimates the true noise variance

even when the underlying signal is almost at the Nyquist frequency.

Interestingly, except for aminiscule region near theNyquist frequency, estimator performance seems

to monotonically improve with increasing estimator order. Since practical data reconstruction would

likely have the fsample/fsignal ratio be much larger than 2, this suggests that one can use extremely-high-

order estimators to estimate the noise variance with very high accuracy.

8.3.2 Uncertainty Quantification Using Noise Variance Estimators

With the ability to estimate the amount of noise in the data, we can also estimate the uncertainty of our

resulting models and curve fits. To do this, we combine a resampling bootstrap approach (described in

[237, 238]) with a noise-variance-aware spline interpolator (described in [234, 237]). Together, these

yield not only a best-estimate of the underlying model, but also a measure of the uncertainty in that

estimate. An example is depicted in Figure 8-8, which uses the same power-curve dataset as in Figure 8-4.
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Figure 8-8: Raw uncorrected data for the power curve, with a noise-variance-aware spline model. A
resampling bootstrap allows uncertainty quantification. This improves over the naive approach of
Figure 8-4, although, the lack of physics-based model structure still leads to the recovery of a physically-
implausible result. In Section 8.4, we demonstrate how this reconstruction can be further improved by
adding physics-informed model constraints.

Figure 8-8 certainly represents a mild improvement over the naive curve fits shown in Figure 8-4 in

that it leverages uncertainty. For example, the uncertainty narrows near 19m/s where data is abundant,

and itwidens considerably below7m/swhere data is sparse. This awareness ofmodel uncertainty reduces

our propensity to make statistical conclusions that go beyond what the data can truly support.

Furthermore, this uncertainty quantification allows us to determine where in the flight envelope

more data should be collected (i.e., this can serve as an acquisition function). For example, to refine the

power curve of Figure 8-8, we might aim to fly future test flights at speeds between 13 and 17 m/s.

With this said, twomajor problems remainwith the approach of Figure 8-8. First, the resultingmodel

uncertainty is extremely high, as shown by the shaded confidence intervals in Figure 8-8. For example,
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the tightest that we can bound the required power at 10 m/s with reasonably-strong confidence (95%

confidence interval) is between 30 and 190 Watts. This is a huge range and not a particularly useful

insight. Near the low end of the airspeed range, the model uncertainty becomes so large that even the

most basic claims are impossible to assert.

Second, the model still allows physically-implausible relationships, such as the unexplained power

curve increase near 13m/s and the flattening power curve near 20m/s. Clearly, the uncertainty bounds

here are wider than what they would be if our physical insights were incorporated into the model. In the

next section, we will show how to improve these results by incorporating physics-based corrections and

domain-specific knowledge.

8.4 Incorporating Physics-Based Data Corrections and Domain-

Specific Knowledge

When inferring the performance characteristics of a physical system, the laws governing that system can

be used to significantly narrow the solution space and reduce the unexplainable variance in the data.

8.4.1 The Aircraft as an Energy System

In the example of the power curve regression, one way to do this is to consider the aircraft as an energy

system and exploit the fact that energy should be conserved. Consider the following basic accounting

equation for the total energy of an aircraft at some time t:

Etotal(t) =
1

2
mU(t)2 +mg h(t) +

∫ t

0

[Ploss(τ)− Pthrust(τ)] dτ = constant (8.5)
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where:Etotal = Total energy of the aircraft system. System boundary includes the aircraft but not the

onboard stored energy (e.g., battery) or power-to-air (e.g., drag); hence, the representation

of these as flow terms. Sign convention is that energy added to the airplane is positive.

m = Mass of the aircraft

U(t) = Airspeed of the aircraft at time t

g = Local gravitational acceleration

h(t) = Altitude of the aircraft at time t

Pthrust(t) = Thrust power (T · U ) to the aircraft at time t

Ploss(t) = Power lost from the aircraft at time t; primarily drag, but also other system losses

Note that the above equation is “fully-accounted” in that it includes all energy flows into and out of the

airplane, including from onboard sources. Hence,Etotal should remain constant throughout the flight.

To exploit this knowledge that Etotal is constant, we differentiate Equation 8.5 with respect to time

to obtain an expression for the total power. The total power must equal zero for energy conservation to

hold. In writing the following expression, we can also expand the power gains and losses into constituent

terms as appropriate for an electric aircraft:

Ptotal(t) = mU(t) U̇(t) +mg ḣ(t) +
[
U(t)D(θ) + Pavionics − V (t) i(t) ηpropulsive(θ)

]
= 0 (8.6)

where: ˙( ) = Time derivative

Ptotal(t) = Total power at time t. Just as with Etotal, this is a “fully-accounted” quantity, and hence

Ptotal should equal zero.

V (t) = Battery voltage at time t
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i(t) = Battery current at time t

ηpropulsive(θ) = Propulsive efficiency (Pthrust/Pin) as a function of both flight data and unknown parame-

ters θ

Pavionics = Power consumed by avionics. In the case of the example dataset, this is assumed to

be constant and equal to the average measured power consumption during motor-off

periods.

D(θ) = Drag as a function of both flight data and unknown parameters θ

Ideally, this equationwouldbeused to simply correct thedata for theunsteady terms (i.e., acceleration

and climb terms) in Equation 8.6, at which point we would directly use that data and apply traditional

curve-fitting techniques. However, the observant reader will notice that Equation 8.6 cannot, on its own,

be used to correct the data. Both the propulsive efficiency and drag terms are unknown functions of the

flight data and unknown parameters θ, and hence these need to be solved for.

These parameters can be defined as the solution of a residual minimization problem (i.e., optimiza-

tion) between our data andmodel—effectively, system identification. Here, the residual in question is the

instantaneousPtotal given in Equation 8.6, and we aim tominimize some norm3 of the residual vector, as

resampled from the data reconstruction shown in Section 8.3.1. However, the interesting insight here is

that changes to our model parameters affect both the model and the corrected data, and hence the model

and data must be optimized simultaneously. Stated equivalently: we are not only correcting the data

using our models; we are also simultaneously fitting the models to the data.

One other consideration to note with this energy-corrected formulation is that it relies on the time

derivative of sensor data. Because our data reconstructors from Section 8.3.1 are based on splines, these

can be conveniently differentiated by conducting simple polynomial differentiation piecewise between

3Typically theL1 orL2 norm
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knot points. However, the derivative of the best estimator is not necessarily the bias-variance-optimal

estimator of the derivative, due to the amplificationof high-frequency variationduring the differentiation

process. To combat this, we add a Gaussian low-pass-filter with time constant σ = 4 sec to the derivative

estimator. Developing a rigorousmethod for determining the optimal filter time constant is left as future

work, but is theoretically possible using a cross-validation approach.

8.4.2 Parameterizing the Unknown Performance Functions

There are two unknown models in Equation 8.6: the propulsive efficiency and the drag. We replace

these with parametric models with forms taken from domain-specific knowledge. In this example,

we use simple mathematical relations to demonstrate that even basic restrictions on model form can

significantly improve the quality of the resulting model. In practice, more sophisticated models based

on parameterized low-fidelity analyses could be used, although this may come at the expense of reduced

interpretability.

Drag Model

The aerodynamic drag can bemodeled as a function of airspeed, as required to close Equation 8.6. To do

this, we use the following procedure:

1. Compute the instantaneous lift coefficient CL(t) from the airspeed U(t), assuming a load factor

of 1 and known aircraft properties (wing area, mass, etc.).

2. Map the CL to a drag coefficient CD using a parametric model with unknown parameters θ1 to

θ6. The form of this model is a piecewise-quadratic CD(CL) function, as shown in Figure 8-9.

This model form is identical to the assumed form of the profile drag function in the AVL [21]
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aerodynamics code. In this model form:

• (θ1, θ2) represents the point of positive stall onset

• (θ3, θ4) represents the minimum drag point

• (θ5, θ6) represents the point of negative stall onset

The piecewise-quadratic function is constructed to be C1-continuous between the four regions

delineated by these points. This requirement fully-constrains the non-stalled regions of the curve.

The regions above positive stall and below negative stall use an assumed curvature (identical to the

values used in AVL [21]) that generally models post-stall drag rise.

3. Dimensionalize the computedCD to obtain the drag.

Figure 8-9: Assumed parameterized form of the aerodynamic polar, where drag coefficient is a piecewise-
quadratic function of the lift coefficient. Same mathematical form as the profile drag function used by
AVL [21].
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Propulsive Efficiency Model

Similarly, a characteristic model for the propulsive efficiency is defined based on domain-specific knowl-

edge. In an ideal case, this model would take the propeller advance ratio J as an input and yield the

propulsive efficiency ηpropulsive as an output. However, the advance ratio is not directly measurable in

this Solar Surfer case study, as this requires propeller RPM data which is not available. However, we do

have sufficient data to infer a quantity known to differ from the advance ratio J by a constant factor; we

denote this proportional quantity cJ .

Therefore, the propulsive efficiency model is a mapping from cJ to ηpropulsive, rather than from J to

ηpropulsive. Although this means that the maximum-efficiency advance ratio J cannot be estimated, the

peak propulsive efficiency itself can be estimated; ultimately, it is the peak efficiency that is the primary

performance metric of interest.

To construct this model, we use the following procedure:

1. Use the measured current i(t) to estimate cn, a quantity proportional to the propeller rotational

rate n, using the Pin ∝ n3 relationship found using the Buckingham π theorem [162]:

cn = i(t)1/3 ∝ n

2. Propagate this to estimate cJ , a quantity proportional to the propeller advance ratio J :

cJ =
U(t)

cn
∝ J

3. Map cJ to a propulsive efficiency ηpropulsive using the following model form and unknown param-
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eters θ:

ηpropulsive = θ7 · softmin
(
cJ/θ8,

cJ − θ9
θ8 − θ9

)
(8.7)

where softmin is a smooth approximation of theminimum function, analogous to the logsumexp

definition of softmax by Cook and others [239]:

softmin(x, y) = −θ10 · ln
(
e−x/θ10 + e−y/θ10

)

Note the physical interpretation of several parameters here:

• θ7 provides an upper bound on the peak propulsive efficiency

• θ8 represents the cJ value corresponding to peak efficiency

• θ9 represents the cJ value corresponding to the “pitch speed” of the propeller, where the

thrust (and hence efficiency) goes to zero.

• θ10 is a smoothing parameter that controls the sharpness of the transition between the two

regions.

This model form captures expected behavior of the propulsive efficiency curve, including the fact

that the propulsive efficiency is zero at zero airspeed and zero at the pitch speed of the propeller.

The θ7 parameter is constrained to be less than one to bound efficiency to physically-plausible

values. The resulting model form matches well with expected propeller efficiency trends, such as

the curves seen in [162].
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8.4.3 Solving the Optimization Problem

With these models in place, a residual minimization problem of the following form can be solved to yield

optimal θ values, where Ptotal (the net power into the system, after all inflows and outflows should be

accounted for) from Equation 8.6 is used as the residual:

minimize
θ

∑
(Ptotal)

2

subject to θ constraints described in Section 8.4.2

(8.8)

Optionally, other norms of thePtotal residual vector can beminimized instead. TheL1 normmakes a

particularly compelling choice here due to its robustness to outliers [217]. In the example problem here,

we solve this optimization problem numerically using IPOPT [128] via the AeroSandbox [1] framework

for engineering design optimization.

8.4.4 Results

With the optimization problem solved, we can now use the resulting θ values to compute the corrected

data and model. This is shown in Figure 8-10. The corrected data and model are now in excellent agree-

ment, and the corrected data has significantly less unexplained variance than the raw data. The remaining

unexplained variance is attributable to a variety of factors, such as wind updrafts and downdrafts and

non-unity load factors during banked flight. In theory, both these effects could be corrected out using a

similar inference procedure that is shown in this work (which could be augmented by, for example, IMU

data). This is left as future work, which, if successful, would reduce the data spread in Figure 8-10 further.
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Figure 8-10: Inferred power curve with physics-informed corrections on data andmodel, and using noise
estimator with a resampling bootstrap for uncertainty quantification. Power curve agrees closely with
the data and shows physically-plausible behavior. Uncertainty quantification is significantly tighter than
in Figure 8-8, as the function space has been restricted using embedded physics knowledge.

Conveniently, this process yields other critical performance information, like the aerodynamic polar

and propulsive efficiency curve, “for free” as part of the fitting process. These are shown in Figures 8-11

and 8-12. Furthermore, we also obtain uncertainty estimates for all these quantities, which are critical for

understanding the confidence we can have in the results.

A notable observation is that the inferred aerodynamic polar of Figure 8-11 and the propulsive

efficiency curve of Figure 8-12 show relatively wide uncertainty bands, while the power curve of Figure 8-

10 shows a relatively narrowuncertainty band. This is interesting, since in typical analysis the power curve

is computed as a functionof these twoperformance relations; hence, onewould intuitively expect that the

power curve would inherit the uncertainty of both relations. The reason this does not occur here is that

the uncertainties in the aerodynamic polar and the propulsive efficiency curves are not independent. In
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other words, the power required can be inferred relatively precisely, but there is not quite enough data to

rigorously determine whether power losses are more due to aerodynamic drag or propulsive inefficiency.
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Figure 8-11: Inferred aerodynamic polar with physics-informed corrections on data andmodel, and using
noise estimator with a resampling bootstrap for uncertainty quantification.

Compared to the naive approach in Figure 8-4, Figure 8-10 enables us to make very accurate,

physically-grounded, and uncertainty-quantified assertions about the performance of the airplane, based

on minimal data (here, only four minutes of flight time).
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Figure 8-12: Inferred propulsive efficiency curve with physics-informed corrections on data and model,
and using noise estimator with a resampling bootstrap for uncertainty quantification.

8.5 Computational Reproducibility

All code and data used in this chapter is publicly available at https://github.com/peterdsharpe/

aircraft-polar-reconstruction-from-flight-test.

8.6 Summary and Future Work

In this chapter, we have demonstrated a rigorous method for reconstructing the performance charac-

teristics of an aircraft from flight test data. This method is based on a physics-informed correction of

the data and model, and is shown to be effective at recovering the true power curve and aerodynamic

polar of an example aircraft from noisy, limited, unsteady data. This method is also shown to be robust
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to the presence of outliers in the data, and to be able to provide uncertainty estimates for the resulting

aerodynamic polar. This method is also shown to be able to recover the propulsive efficiency curve of

the aircraft, which is a critical quantity for understanding the performance of the aircraft. Finally, this

method is shown to be able to recover the aerodynamic polar of the aircraft from only four minutes of

flight test data, which is a significant reduction in the amount of data required compared to the state of

the art.

This work has focused on the ability of these inference-based reconstruction procedures to signifi-

cantly reduce the required flight hours to characterize an airplane’s performance. However, an alternative

way to “spend” this increased ability to extract information is on massively reducing instrumentation

costs. For example, this approach makes it conceivable to “estimate out” the ambient wind field4 from

groundspeed data and power measurement alone. If this is possible, it would enable flight test engineers

to perform sufficient early-stage characterization of a new crewed airplane using nothing other than the

sensors available on a modern smartphone. Here, GPS, IMU, and barometer sensors provide position

and groundspeed information, and the phone’s microphone can be used to infer engine RPM and hence

power and advance ratio from an audio spectrum. If successful, this would be an enormous reduction in

instrumentation cost and time compared to the state of the art.

A fair point of hesitancy here might be the fact that applying these corrections to recover useful

insights from noisy, limited, unsteady data takes a significant amount of algorithmic development and

mathematical complexity. However, algorithms are cheap, and more importantly, scalable - so, once a

computational routine is established, it can easily be applied to a large number of flight test campaigns.

By contrast, flight-test hours and improved instrumentation represent a recurring high cost. Therefore,
4An intuitive explanation for this is that if an airplane loiters in a circle at constant power setting, the upwind and

downwind groundspeeds yield information about the wind field. In practice, some additional assumptions about wind
steadiness and uniformity would likely be required to collapse the (x, y, z, t) space; otherwise, it is likely too large to
realistically span.
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it is worth investing in the development of algorithms that can extract the maximum amount of useful

insight from the data that we do collect, even if this analysis is somewhat less simple.
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Chapter 9
Conclusions

This thesis introduces five new contributions to aircraft design, multidisciplinary design optimization,

and scientific machine learning. These include:

1. A code transformations paradigm for engineering design optimization (Chapter 3), and a reference

implementation in the open-source Python library AeroSandbox [38]; also includes a series of
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aircraft design case studies to demonstrate this framework (Chapter 4)

2. Traceable implementations of aerospace physics models (Chapter 5)

3. Sparsity tracing via NaN-propagation (Chapter 6)

4. Integration of physics-informed machine learning surrogates into a code transformations frame-

work (Chapter 7)

5. A novel approach to aircraft system identification fromminimal flight data (Chapter 8)

These contributions are synthesized into a unified framework for engineering design optimization,

AeroSandbox, which is demonstrated throughout on a variety of aerospace design problems. This

framework is designed to be high-performance, mathematically-flexible, and user-friendly, in order to

address various frictions that industry users currently experience with design optimization workflows

(Chapter 2). If this thesis is to be distilled into a series of key takeaways, they would be as follows:

1. Code transformations have enormouspotential to improvenot only the runtime speedof engineer-

ing design optimization problems, but also the ease of model development and implementation.

This reduction in the barrier to entry for design optimization can help academic advances translate

more readily into industry practice.

2. When developing a new multidisciplinary design optimization (MDO) framework, the decision

to use a code transformations paradigm is best considered from the outset of the framework’s

development. Code ultimately must be written with traceability in mind, and this burden will

inevitably either be put on the end-user (undesirable) or on the framework developer (preferred).

If the latter is to be achieved, the framework itself must be built on top of a unified numerics stack
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that allows computational graphs to be traced1.

We live in a time of great bounty in scientific computing, thanks to abundant computational power,

fundamental algorithmic advances, and widespread accessibility through the vibrant open-source com-

munity. These factors should supercharge design engineers, but these theoretical improvements have

not been reflected in reality – largely due to the difficulty of wielding these tools. Thus, the onus upon

tool developers to focus on advancing not just traditional performance metrics, but also usability and

interoperability. The contributions of this thesis are intended to address—and kick off further research

regarding – the intersection of scientific computing and the practical realities of engineering design, so

that as a community we may work toward bridging the math-to-metal gap.

1As a result, an MDO framework that only adds in automatic differentiation support to individual models after the fact
will have more user frictions than a framework that supports this end-to-end. The discussion of limitations around code
syntax and style in Section 3.4 provides examples of why this occurs.
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Appendix A
Extended Comparison of MDO Framework

Paradigms

This appendix aims to expand on the subjective comparisonsmade in Table 3.1 by providingmore details

on the pros and cons of variousMDO paradigms. In this table, three qualitative metrics are defined over

whichMDOframeworkparadigms are evaluated. Thesemetrics represent frameworkneeds derived from
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the barriers to industry adoption that are identified in Figure 2-2 and the remainder of Chapter 2. Here,

we define those metrics more precisely:

1. Ease of implementation: How much effort is required to implement a typical aircraft design

problem (from “concept idea” to “working code”) in this paradigm? Howmuch optimization or

programming expertise is required, beyond the basics needed to write engineering analysis code?

2. Computational speed and scalability: How fast is the resulting design optimization problem

to run, and how does this scale with problem size and number of disciplines? Are there other

fundamental limits to scaling up analysis fidelity (e.g., poor memory scaling)?

3. Mathematical flexibility: What kinds of restrictions are present on the mathematical form of

the optimization problem? This has important follow-on effects for backwards-compatability, as

highly-restrictive frameworks preclude the use of existing engineering code and instead require

from-scratch rewrites of analysis code.

From here, we can provide some notes on how various MDO paradigms are assessed:

Black-Box Optimization

Black-box optimization refers to the standard approach of taking an existing performance analysis

toolchain and wrapping it in an optimizer. An example of this is shown in Figure A-1. Here, the user

has a “black box” function that takes in a vector of design variables and outputs a scalar objective and a

vector of constraints. The user then wraps this function in an optimizer, without providing any other

information (e.g., gradient or sparsity) about the function. The moniker “black box” refers to the fact

that the internal workings of this analysis function are essentially opaque to the optimizer.
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Figure A-1: A representation of a traditional “black-box” wrapped-optimization approach, which
remains the dominant MDO paradigm used by industry practitioners today. Figure adapted from [4].

The main benefit of this approach is its conceptual simplicity: a black-box optimization paradigm

tends to map most directly onto the “mental model” of optimization that most practicing engineers

have. In this mental model, the forward problem (i.e., analysis) is the basis, and an inverse solve (i.e.,

optimization) is bolted on afterwards to wrap this. Because of this, black-box optimization is assessed

to have the easiest path to implementation in industry, and indeed it is the most common optimization

paradigm in industry today. Modeling flexibility is likewise excellent due to the minimal information

required by the optimizer—almost all mathematical model forms that would be seen in typical analysis

codes can be interfaced with the solver.

However, this approach has some drawbacks as well:

1. Computational performance invariably degrades rapidly as the number of design variables is
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increased. If a gradient-free optimizer is used, this is due to the curse of dimensionality, where

the size of the feasible set of the design space grows exponentially with the number of design

variables. With a gradient-based optimizer, scaling is better, but black-box optimization still falls

sharply behindmore advanced paradigms due to the bottleneck of gradient computation via finite

differencing.

2. Convergence issues may exist if the wrapped analysis requires internal closure loops to be sat-

isfied. If a wrapped analysis cannot achieve closure (i.e., feasibility) with a given set of inputs,

the optimizer receives essentially no information that allows it to recover from this; this can

render the optimization process brittle. Likewise, these closure loops can be inefficient – lots of

computational effort is spent closing iterative feasibility loops early in the design process, when the

design is far from optimal.

3. Finally, the black-box optimization approach typically forces a functional coding style (i.e., a

callable data structure with defined inputs and outputs) in order to interface with an external

optimizer. This can be unnatural to read and write, as engineers typically write analysis code

in a procedural style. While simple analyses may allow easy conversion between functional and

procedural coding styles, this task becomes substantially harder for larger codebases split across

multiple files or modules.

Because of these reasons, the runtime speed and scalability of black-box optimization methods is

deemed relatively poor.
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Gradient-based with Analytic Gradients

Gradient-based optimization methods that are manually augmented with user-provided analytic gra-

dients offer substantial runtime performance improvements over black-box optimization methods –

indeed, to-date this is the dominant approach in deepMDOmethodswhere runtime speed is the primary

limitation [81], like RANS-based shape optimization. However, deriving and implementing derivatives

for each model can be a Herculean effort that is challenging to scale to wide MDO methods with

hundreds of constituentmodels [85]. Moreover, this process requires significant end-user expertise and is

often tedious and error-prone. Indeed, erroneous gradient calculations canbe someof themost persistent

and difficult errors to detect and debug [71]. Due to the user expertise and engineering time required to

implement eachmodel in such a framework, this paradigm faces an uphill battle for conceptual design in

industry.

Themodeling flexibility of these methods approaches the total freedom that black-box optimization

affords, although the requirement for differentiability (more precisely, C1-continuity) can preclude

certain types of conditional logic. In practice, this restriction is usually not overly burdensome. If analysis

code is scratch-written to be compatible with such a framework, workarounds are usually possible;

however, compatibility with existing codes may not be possible in all cases.

Disciplined Optimization Paradigm

Disciplined optimization methods, such as geometric programming or convex programming methods,

offer the ease-of-use of black-box optimization methods with the runtime speed of gradient-based

methods with analytic gradients [7, 83]. Moreover, they carry notable additional benefits by virtue of

their convex formulation: no initial guesses are required, and any optimummust be a global one.
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These benefits are achieved by restricting the space of mathematical operators, which limits the

models that can be implemented into such a framework. Because of this restriction, model flexibility is

scored low. Fortunately, geometric programming maps relatively well onto many sizing relations found

in aircraft conceptual design, since many of these are power-law-like relations [46]. However, even in

conceptual aircraft design relations, a significant number of exceptions to GP-compatibility exist, and

this can be labor-intensive to resolve [240]. Furthermore, this model inflexibility leaves little ability to

scale up the level of fidelity to include common mid-fidelity analysis elements like nonlinear systems of

equations or integrators. For this reason, disciplinedoptimizationmethods are scored lower on scalability,

although they are quite competitive on runtime speed when the nature of the problem allows it to be

compatible with such a framework.

Code Transformations

On the metric of ease-of-implementation, code transformations are scored as identical to disciplined

optimizationparadigm. Both approaches allow a proceduralmodeling-language-like approach that tends

to map closely onto existing engineering analysis code. Optimization components, like the variables,

constraints, and objective, can be specified in natural-language syntax. Both are scored slightly below

black-box optimization methods, since they both require understanding of certain paradigm-specific

concepts. (In the case of disciplined optimization methods, this is convexity or GP-compatibility. In

the case of code transformations, this is traceability.)

Code transformations offer runtime speeds that equals or exceed those of dedicated disciplined opti-

mization solvers on relevant problems. This paradigm also offers a pathway to medium-fidelity analysis

that is often not possible with disciplined optimization methods. However, code transformations are

relatively memory-hungry due to the storage of a complete computational graph; this precludes the high-
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fidelity analyses (e.g., RANS CFD) that are possible in an analytic-gradient paradigm. Likewise, hand-

derived gradients can implement accelerations that are not yet possible with code transformations, such

as more aggressive sparsity accounting, subtractive cancellation, and common subexpression elimination

[71, 96, 133]. For these reasons, runtime speed and scalability falls somewhere between that of disciplined

optimization methods and gradient-based methods with analytic gradients.

Finally, modeling flexibility is vastly improved over disciplined optimization methods, as the only

fundamental requirement is that of C1-continuity, similar to that of other gradient-based methods.

However, mathematical operators should be drawn from a set of pre-defined primitives [97], which has

the potential to reduce modeling flexibility if the numerics framework does not make appropriate syntax

choices to mitigate this [103]. For these reasons, flexibility is assessed as slightly below that of gradient-

based methods with analytic gradients.
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Appendix B
Design Optimization Rules of Thumb

This appendix includes content from the author’s prior Master’s thesis, revised with new
insights [1].

Here, we share some general advice for practical engineering design optimization that the author has

collected over the years, across various aircraft development programs. These are especially applicable to

the conceptual design of engineering systems, but these guidelines can be considered in any part of the
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design cycle:

1. Engineering time is often part of the objective function.

(a) As the saying goes, 80% of the results come from the first 20% of the work: low-fidelity

models go exceptionally far.

(b) Make convenient modeling assumptions often and judiciously. (Of course, track these

assumptions and revise models if needed.) It is often much more time-efficient to start low-

fidelity and only increase fidelity as needed.

(c) Identify early which models, requirements, and assumptions are sensitive, and estimate

uncertainties associated with each of these. Allocate the vast majority of engineering time

to risk reduction of only these sensitive elements.

(d) Hands-on hardware prototyping of subsystems is one of the most direct ways to reduce risk;

consider freezing the design early and often to facilitate this. Be wary about falling into

“analysis paralysis”.

2. For conceptual design, modeling “wide” rather than “deep” often yields more useful design

insight.

(a) Generally, the conceptual design studies that are the most practical, useful, and robust are

those that model a vast number of disciplines at low fidelity, rather than those that model

one or two disciplines at a high fidelity. Value simple physics models, and let the complexity

come naturally from emergent cross-disciplinary behavior.

(b) In instances where high fidelity is truly required, consider surrogate modeling and reduced-

ordermodeling. It is of paramount importance that the optimization problem can be solved

371



in seconds orminutes. If this is not the case, interactive design becomes prohibitively tedious,

and extracting engineering intuition becomes difficult.

3. When doing conceptual engineering design, be principled about how uncertainty is

bookkept.

(a) Analysis results used in MDO should be an unbiased estimator of the author’s belief state

about some quantity. This is often not the raw output of a first-principles physics model,

since these often bias optimistic due to assumptions1. A good rough litmus test for biased

outputs is to consider whether one would be more surprised to learn that the model was

erring high versus low—these should ideally carry roughly equal surprise.

(b) Account for margin explicitly, and usually only in top-level closure loops and parameters

(weight, drag, power, load factor, etc.). Remember that margin is performance beyond the

limit case, not the baseline case2. Also, corrections for suspected bias do not count asmargin:

margin is for mitigating unknown unknowns, not known unknowns.

4. Do not blindly trust an optimizer.

(a) An optimizer solves the problem given to it (ideally!), not necessarily the problem intended.

Often, it is easy to forget constraints that seem intuitively obvious.

(b) When one is developingmodels, one’s relationship with the optimizer is adversarial. Models

should extrapolate sensibly and generally be parsimonious—errors will be actively exploited.
1As aerospace examples: a) a RANS CFD study on defeatured geometry that ignores flap track fairings, skin gaps, or

protuberances; b) an XFoil analysis that assumes laminar flow is still achievable beyond a line of leading-edge rivets; or c) a
wing weight build-up that neglects expected weight growth during detailed design. These expected biases should be corrected
before inclusion in a design tool, and these corrections do not count as margin.

2For example, in aircraft design, thrust margin is the excess beyond what is needed for climb (possibly with one engine
inoperative), not cruise. If performance is ever intended to be used during nominal limit-case operation of the system, this
cannot be counted as margin.
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Because of this, it takes much more finesse to write an analysis tool that is amenable to

optimization than one that merely solves the analysis problem.

(c) Consider a design’s robustness to off-nominal conditions early. In nature3, optima are

usually not near extremes.

5. Strange results are nearly always the “right solution to the wrong problem”, rather than the

“wrong solution to the right problem”.

(a) A strange solution, error, or infeasibility/unboundedness (where this was not expected)

usually indicates a mistake in the problem formulation4. Look for cunning discrepancies

between the spirit and the letter of the design code. Most of the time, the issue is in missing,

ill-posed, overly-tight, or inadvertent constraints.

(b) When using gradient-based optimizers, user-specified models that mathematically violate

C1-continuity are another frequent source of non-convergence.

(c) Another common source of strange results is very-high-dimensional design problems that

optimize around a single operating point [33]. This can lead to extremely brittle designs

that ostensibly performwell in a narrow region around the designpoint but poorly elsewhere

(and in practice).

(d) If initial guesses or problem scales are off by many orders of magnitude, this can cause slow

convergence5. Strong nonconvexities (e.g., a model interpolating noisy data) can also cause

problems.
3Mother Nature being arguably history’s most successful optimizer
4If you see a weird design, 9 times out of 10 there’s a formulation mistake. But, 1 out of 10 times, you’ve stumbled upon a

clever non-intuitive design breakthrough.
5However, typically these factors will not affect the value of the optimum, if it is found. This is true if a) an optimizer

like IPOPT is used, which only terminates when KKT-like local optimality conditions are satisfied, and b) the problem is not
multimodal enough that convergence to a different local minimum is a concern.
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6. Build models incrementally, and track changes.

(a) Resist the tendency to build a large design tool from the start “in one fell swoop”, without

testing the code along the way. Doing so makes it enormously difficult to debug when the

problem formulation is inevitably found to be flawed. Instead, build a simple minimum-

viable design tool first, where the only constraints are high-level design closure6. (In other

words, start by just performing basic napkin-math sizing, not optimization.) Then, add new

variables, constraints, and analyses incrementally, testing the code with each new feature.

(b) Use a version control system (e.g., Git) to track this iterative development of the problem

formulation. This allows rapid identification of when and where a mistake was introduced.

7. Optimization is just one tool in the design toolbox.

(a) An optimizer will answer sizing questions posed by an engineer, but it will not ask new

questions on its own or sanity-check these results.

(b) Resist the urge to justify design decisionswith “because the optimizer said so”. The true goal

of design optimization is less to arrive at the final design, and more to provide a way for the

engineer to explore and understand the design space (by collapsing its dimensionality in a

principled way7). In most cases, taking the time to understand why the optimizer produced

a certain result is more valuable than the result itself.

6Usually, this involves weight/lift, thrust/drag, and power closures.
7by projecting from a very high-dimensional original design space to a low-dimensional manifold containing an “optimal”

subset, based on some trade-space parameters of interest.
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Appendix C
Extended Code References

C.1 AeroSandbox Benchmark on Beam Static Structural Analysis

This Python code is used for the AeroSandbox performance benchmark used in Section 3.3.2, with

associated runtimes shown as the line labeled “AeroSandbox” in Figure 3-6. In this analysis problem,

a cantilever beam is subject to a distributed load, and the goal is to compute the state of the deflected
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beam. The code is shown in Listing 5.
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1 import aerosandbox as asb
2 import aerosandbox.numpy as np
3

4 N = 50 # Number of discretization nodes
5 L = 6 # Overall length of the beam [m]
6 EI = 1.1e4 # Bending stiffness [N*m^2]
7 q = 110 * np.ones(N) # Distributed load [N/m]
8

9 x = np.linspace(0, L, N) # Node locations along beam length [m]
10

11 opti = asb.Opti() # Initialize an optimization environment
12

13 w = opti.variable(init_guess=np.zeros(N)) # Displacement [m]
14

15 th = opti.derivative_of( # Slope [rad]
16 w, with_respect_to=x,
17 derivative_init_guess=np.zeros(N),
18 )
19

20 M = opti.derivative_of( # Moment [N*m]
21 th * EI, with_respect_to=x,
22 derivative_init_guess=np.zeros(N),
23 )
24

25 V = opti.derivative_of( # Shear force [N]
26 M, with_respect_to=x,
27 derivative_init_guess=np.zeros(N),
28 )
29

30 opti.constrain_derivative( # Shear integration
31 variable=V, with_respect_to=x,
32 derivative=q,
33 )
34

35 opti.subject_to([ # Boundary conditions
36 w[0] == 0,
37 th[0] == 0,
38 M[-1] == 0,
39 V[-1] == 0,
40 ])
41

42 sol = opti.solve()
43

44 print(sol(w[-1])) # Prints the tip deflection; should be 1.62 m.

Listing 5: AeroSandbox code for a static structural analysis of a beam. Written in Python.
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C.2 Simple Aircraft (SimpleAC)

The Simple Aircraft (SimpleAC) problem described in Section 4.1 can be solved using the following

AeroSandbox code, reproduced from Sharpe [1]:

1 import aerosandbox as asb
2 import aerosandbox.numpy as np
3

4 ### Constants
5 g = 9.81 # gravitational acceleration, m/s^2
6 mu = 1.775e-5 # viscosity of air, kg/m/s
7 rho = 1.23 # density of air, kg/m^3
8 rho_f = 817 # density of fuel, kg/m^3
9 C_Lmax = 1.6 # stall CL

10 e = 0.92 # Oswald's efficiency factor
11 k = 1.17 # form factor
12 N_ult = 3.3 # ultimate load factor
13 S_wetratio = 2.075 # wetted area ratio
14 tau = 0.12 # airfoil thickness to chord ratio
15 W_W_coeff1 = 2e-5 # first of two assumed constants used in the wing weight model
16 W_W_coeff2 = 60 # second of two assumed constants used in the wing weight model
17 Range = 1000e3 # aircraft range, m
18 TSFC = 0.6 / 3600 # thrust specific fuel consumption, 1/sec
19 V_min = 25 # takeoff speed, m/s
20 W_0 = 6250 # aircraft weight excluding wing, N
21

22 opti = asb.Opti() # Initialize an optimization environment
23

24 ### Free variables
25 AR = opti.variable(init_guess=10, log_transform=True) # aspect ratio
26 S = opti.variable(init_guess=10, log_transform=True) # total wing area, m^2
27 V = opti.variable(init_guess=100, log_transform=True) # cruise speed, m/s
28 W = opti.variable(init_guess=10000, log_transform=True) # total aircraft weight, N
29 C_L = opti.variable(init_guess=1, log_transform=True) # lift coefficient
30 W_f = opti.variable(init_guess=3000, log_transform=True) # fuel weight, N
31 V_f_fuse = opti.variable(init_guess=1, log_transform=True) # fuel volume in the fuselage,

m^3↪→

32

33 ### Wing weight model
34 W_w_surf = W_W_coeff2 * S
35 W_w_strc = W_W_coeff1 / tau * N_ult * AR ** 1.5 * np.sqrt(
36 (W_0 + V_f_fuse * g * rho_f) * W * S
37 )
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38 W_w = W_w_surf + W_w_strc
39

40 ### Weight closure constraint
41 opti.subject_to(W >= W_0 + W_w + W_f)
42

43 ### Lift force closure constraint
44 opti.subject_to([
45 W_0 + W_w + 0.5 * W_f <= 0.5 * rho * S * C_L * V ** 2,
46 W <= 0.5 * rho * S * C_Lmax * V_min ** 2,
47 ])
48

49 ### Flight duration
50 T_flight = Range / V
51

52 ### Drag model
53 Re = (rho / mu) * V * (S / AR) ** 0.5
54 C_f = 0.074 / Re ** 0.2
55

56 CDA0 = V_f_fuse / 10
57

58 C_D_fuse = CDA0 / S
59 C_D_wpar = k * C_f * S_wetratio
60 C_D_ind = C_L ** 2 / (np.pi * AR * e)
61 C_D = C_D_fuse + C_D_wpar + C_D_ind
62 D = 0.5 * rho * S * C_D * V ** 2
63

64 opti.subject_to(W_f >= TSFC * T_flight * D) # Fuel weight closure constraint
65

66 ### Fuel volume model
67 V_f = W_f / g / rho_f
68 V_f_wing = 0.03 * S ** 1.5 / AR ** 0.5 * tau
69 V_f_avail = V_f_wing + V_f_fuse
70 opti.subject_to(V_f_avail >= V_f) # Fuel volume closure constraint
71

72 opti.minimize(W_f) # Minimize fuel weight
73

74 sol = opti.solve() # Solve the optimization problem
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C.3 Efficient Computational Implementation of an Arbitrary-

Order Noise Estimator

While the given equation for an arbitrary-order data-driven noise estimator (Equation 8.4) is mathe-

matically correct, it is nontrivial to computationally implement. This is because an implementation of

the math as-written involves combinatorial coefficients that grow exponentially with the order of the

estimator, quickly exceeding standard double-precision floating-point overflow. A naive implementation

also has a runtime complexity that scales linearly with both with the number of samples in the dataset

and the order of the estimator, making it computationally unattractive for large datasets or high-order

estimators.

An efficient computational implementation of the arbitrary-order noise estimator is given in Listing

6. This example is based on syntax for NumPy 1.24.3 and SciPy 1.11.1 within Python 3. This

implementation uses the log-gamma function, which is much faster for high-order estimators and delays

numerical overflow until much higher orders. The implementation also uses a convolutional kernel to

vectorize the summation, enabling further speedups.

One possible way to verify the correctness of the code in Listing 6 is to generate a synthetic signal

(e.g., a sampled sine wave), add some normally-distributed, uncorrelated, homoscedastic noise to it, and

then use this code to reconstruct the standard deviation of this noise from the dirty signal.
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1 import numpy as np
2 from scipy.special import gammaln
3

4 ln_factorial = lambda x: gammaln(x + 1) # Shorthand for the function f(x) = ln(x!)
5

6 def estimate_noise_standard_deviation(
7 data: np.ndarray,
8 estimator_order: int = 10
9 ) -> float:

10 ”””
11 Estimates the standard deviation of noise in a time-series dataset, where the dataset
12 is the additive summation of some meaningful signal and some noise. Assumes that this
13 noise is both stationary and white (in other words, i.i.d. across samples).
14

15 Args:
16

17 data: A 1D NumPy array of time-series data, assumed to consist of signal + noise.
18

19 estimator_order: The order of the estimator to use. A positive integer. Higher
20 values are better at spectrally-separating signal from noise, especially
21 when the signal has relatively high-frequency components compared to the
22 sample rate.
23

24 Returns: The estimated standard deviation of the noise in the data.
25 ”””
26 # For speed, cache ln(x!) for x ∈ [0, estimator_order]
27 ln_f = ln_factorial(np.arange(estimator_order + 1))
28

29 # Create a convolutional kernel to vectorize the summation
30 coefficients = np.exp(
31 2 * ln_f[estimator_order] - ln_f - ln_f[::-1] - 0.5 * ln_factorial(2 *

estimator_order)↪→

32 ) * (-1) ** np.arange(estimator_order + 1)
33

34 # Remove any bias introduced by floating-point error
35 coefficients -= np.mean(coefficients)
36

37 # Convolve the data with the kernel
38 sample_stdev = np.convolve(data, coefficients[::-1], 'valid')
39

40 # Return the standard deviation of the result
41 return np.mean(sample_stdev ** 2) ** 0.5

Listing 6: Example efficient implementation of the arbitrary-order noise estimator using NumPy/SciPy
in Python 3.
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